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In quantum metrology, entangled states of many-particle systems are investigated to enhance measurement
precision of the most precise clocks and field sensors. While single-parameter quantum metrology is well
established, many metrological tasks require joint multiparameter estimation, which poses new conceptual
challenges that have so far only been explored theoretically. We experimentally demonstrate multiparameter
quantum metrology with an array of entangled atomic ensembles. By splitting a spin-squeezed ensemble, we
create an atomic sensor array featuring inter-sensor entanglement that can be flexibly configured to enhance
measurement precision of multiple parameters jointly. Using an optimal estimation protocol, we achieve
significant gains over the standard quantum limit in key multiparameter estimation tasks, thus grounding the
concept of quantum enhancement of field sensor arrays and imaging devices.

Atomic precision sensors such as atomic clocks [1], magnetometers [2], and inertial sensors [3] play an important
role in science and technology. Many state-of-the-art devices are limited by the intrinsic quantum noise associated
with measurements on a finite number of sensor particles, giving rise to the standard quantum limit (SQL) [4].
Quantum metrology aims at reducing this noise by harnessing entanglement between the particles [5], promising
significant improvements for sensor applications in fundamental physics and technology [6]. Quantum metrology of
a single parameter, such as the frequency of an atomic transition or a single component of a magnetic field, has been
demonstrated in proof-of-principle experiments [7–13] and recently also in metrology-grade setups [14–16].

Multiparameter estimation is a new frontier in quantum metrology that is receiving great interest [17–22] because of
its relevance for vector field sensors [23, 24], imaging devices [22, 25, 26], sensor arrays [18, 27–32], and clock networks
[33]. While for single-parameter quantum metrology there is a clear theoretical framework [5], the joint estimation of
multiple parameters with quantum sensors is surprisingly complex from a conceptual point of view. For parameters
encoded by non-commuting Hamiltonians, the incompatibility of optimal measurements poses a fundamental challenge
[19, 23, 34–36]. In the case of distributed sensing with parameters encoded on spatially separated sensor modes,
intriguing and intensely debated questions arise regarding the optimal strategy and the possible enhancements provided
by inter-sensor entanglement [18, 27–32]. Further challenges arise from constraints on sensor control and detection,
and the presence of (possibly correlated) technical noise [30, 37]. Due to the complexity of the problem, statements
about quantum gain in multiparameter estimation generally depend on the framework adopted. While these questions
are intensely investigated theoretically, experiments are only beginning to explore this field [38–41].

A paradigmatic system for multiparameter quantum sensing is an array of spatially separated atomic ensembles that
can be individually controlled and detected [18, 26, 28, 32], such as in an atomic field imaging sensor [42, 43] or in an
optical lattice clock [16]. The parameters are local phase shifts imprinted on the ensembles and the task is to estimate
these phase shifts or certain nonlocal linear combinations of interest. Previous experiments demonstrated quantum gain
in estimating a single parameter combination with distributed entanglement [39, 40]. The scenario considered here
is a true multiparameter estimation problem, where each sensor reveals a local parameter value in each experimental
run and the question is how entanglement within each ensemble and between the ensembles can enhance measurement
precision in multiple parameters jointly. This may require adapting the input state dynamically within the given set
of resources [26]. While these questions have recently attracted considerable theoretical interest and different sensing
protocols have been proposed [18, 26, 28, 31, 32], experimental demonstrations of multiparameter estimation with
entangled atomic ensembles are lacking.

In this work, we use an array of atomic Bose-Einstein condensates (BECs) whose collective spins are entangled
with each other and can be individually manipulated and detected to demonstrate quantum gain in joint multiparameter
estimation of a set of parameters imprinted on the array and their nonlocal linear combinations. Our experiment shows
that inter-sensor entanglement enhances the performance of sensor arrays [18, 28] and constitutes an important proof
of concept for quantum enhanced field sensors and imaging devices [26].
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Figure 1. Array of entangled atomic sensors for multiparameter estimation. An array of 𝑀 sensors, each consisting of a
collective spin S𝑘 of 𝑁𝑘 two-level atoms, is used to determine 𝑀 parameters 𝜃1, 𝜃2, . . . , 𝜃𝑀 that are encoded on the sensors as
local spin rotations. The sensor spins are prepared by coherently splitting a two-component BEC in a spin-squeezed state, resulting
in entanglement between atoms within each sensor and between different sensors. In combination with individual spin rotations
and detection, the entanglement enables a statistical gain in the determination of the 𝑀 parameters compared to the case without
quantum correlations.

Joint multiparameter estimation

Consider an array of 𝑀 quantum sensors operating in parallel [18, 26, 28], each consisting of an ensemble of 𝑁𝑘 two-
level atoms that form a collective spin [5] S𝑘 , with 𝑘 = 1, . . . , 𝑀 , see Fig. 1. The sensors measure a family of unknown
parameters θ = (𝜃1, . . . , 𝜃𝑀 ) representing e.g. the spatial distribution of an electric or magnetic field component,
which are imprinted as local spin rotations on the ensembles. The sensors are read out by measuring suitable
components of each S𝑘 and the whole experiment is repeated 𝜇 times. The goal of multiparameter quantum metrology
is to jointly estimate with the highest possible precision the local parameters 𝜃𝑘 or certain nonlocal combinations
n · θ = 𝑛1𝜃1 + . . . + 𝑛𝑀𝜃𝑀 , where n = (𝑛1, . . . , 𝑛𝑀 ) is a unit vector of coefficients determining the specific linear
combination of interest. For example, in the case of 𝑀 = 2 ensembles, n+ = (1, 1)/

√
2 gives a measurement of the

sum 𝜃+ = (𝜃1 + 𝜃2)/
√

2 and n− = (1,−1)/
√

2 a measurement of the difference 𝜃− = (𝜃1 − 𝜃2)/
√

2 of the parameters,
corresponding to the average field and the field gradient, respectively.

In such a multiparameter estimation task, the optimal management of resources is a complex problem [18, 20–
22, 27–29] and the expected performance depends on the scenario considered. In accordance with the experimental
constraints and capabilities, we consider the total number of atoms 𝑁 =

∑𝑀
𝑘=1 𝑁𝑘 and the total number of preparations

𝜇 of the system as fixed resources and assume that every sensor can be manipulated and measured individually. The
performance of such a sensor array has been theoretically analyzed [18, 28], showing that entanglement between
the atoms in each ensemble as well as entanglement between the different ensembles can enhance the measurement
precision compared to the case of non-entangled atoms. Moreover, it has been shown that entanglement both within
and between the ensembles is necessary to achieve the highest performance in estimating a single nonlocal parameter
combination [18].

Multiparameter squeezing [28], also called multimode squeezing in other contexts [39], is a particularly promising
strategy for quantum enhancement in sensor arrays. Similar to spin-squeezing of a single atomic ensemble [44, 45],
which has been the most successful approach to quantum metrology with atomic sensors [5], it is comparatively
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Figure 2. Joint estimation of two parameters with two entangled atomic sensors. (A) Parameters 𝜃1 and 𝜃2 are imprinted on the
two sensor spins. (B) Absorption image of the two atomic clouds with 𝑁1 ≈ 𝑁2. (C) Correlation plot of simultaneous measurements
of 𝜃1 and 𝜃2, showing strong correlations due to the inter-sensor entanglement. Two datasets are shown for two different values of
𝜃2, each with 1200 repetitions (purple and blue color, respectively). (D) Histograms obtained from the measurements in (C) for
𝜃2 (top), 𝜃+ (middle), and 𝜃− (bottom). The measurement of 𝜃+ exploits the inter-sensor entanglement, resulting in the smallest
variances. Dashed lines: distribution for an ideal coherent spin state. (E) Correlation plot similar to (C), but for measurements
with a 𝜋-pulse applied to S2 prior to parameter imprinting. (F) Histograms for the data in (E). Now, the measurement of 𝜃− shows
minimal variance due to the entanglement.

simple to generate, compatible with standard interferometric sequences and detection methods, and robust against
decoherence. A multiparameter squeezed state features quantum correlations of the sensor spins S𝑘 that squeeze the
noise in the measurement of specific combinations of the parameters 𝜃𝑘 . For nonlocal parameter combinations, this
requires nonlocal squeezing in a corresponding superposition of sensor modes. For example, if the whole sensor array
is prepared in a squeezed state of the global spin S =

∑𝑀
𝑘=1 S𝑘 and the atoms are equally distributed, 𝑁𝑘 = 𝑁/𝑀 , the

linear combination corresponding to the sum (𝜃1 + . . . + 𝜃𝑀 )/
√
𝑀 of all parameters can be measured with quantum

gain, while all other orthogonal combinations will be measured with a statistical uncertainty greater than that for
independent atoms (see Supplementary Text). However, a suitable distribution 𝑁𝑘 of atoms into the 𝑀 sensors in
combination with local rotations of the individual sensor spins S𝑘 can redistribute the quantum correlations to enhance
the measurement of any parameter combination n · θ of interest [26, 28] (see Supplementary Text). Moreover, by
adjusting this redistribution from one measurement to the next, multiple parameter combinations can be estimated
jointly, using global squeezing as the resource [26]. This approach overcomes the limitations pointed out previously
[27] and achieves joint quantum enhancement for multiple parameters as long as their number is smaller than 𝑁 .

Preparation of entangled sensor array

In our experiment, the atomic sensor array is realized by spatially splitting a spin-squeezed BEC of 𝑁 ≈ 1450 87Rb
atoms [10] into the 𝑀 ensembles, using coherent splitting techniques similar to ref. [46]. In each ensemble 𝑘 , the
atoms are prepared in a superposition of hyperfine ground states |𝑘 ↑⟩ and |𝑘 ↓⟩ that define the collective spin [5] S𝑘 .

Arbitrary spin rotations can be applied to each sensor individually by coupling the states with resonant microwave
and radio frequency magnetic fields. By absorption detection of the atom numbers 𝑁𝑘↑ and 𝑁𝑘↓ in the two states we
can directly measure 𝑁𝑘 = 𝑁𝑘↑ + 𝑁𝑘↓ and the collective spin component 𝑆𝑧

𝑘
= (𝑁𝑘↑ − 𝑁𝑘↓)/2.

As a source of entanglement we prepare the initial BEC in a spin-squeezed state of the global spin S, where all
atomic spins are entangled with each other [5]. Using controlled atomic collisions on an atom chip [10], we prepare
states with a Wineland spin-squeezing parameter 𝜉2 = 𝑁Var(𝑆𝑧)/|⟨𝑆𝑥⟩|2 ≈ −6.5(2) dB and spin length ⟨𝑆𝑥⟩ = 𝐶𝑁/2
with contrast 𝐶 = 0.94(1). Upon spatial splitting into the sensor clouds (see Supplementary Text), the spin-squeezing
results in Einstein-Podolsky-Rosen entanglement between the sensor spins S𝑘 , as illustrated in Fig. 1 and as we have
demonstrated previously for two clouds [46]. Here we extend this technique to multiple ensembles and use it as a
resource for multiparameter quantum metrology.
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Joint estimation with two entangled sensors

We first demonstrate joint multiparameter estimation with two entangled atomic sensors, see Fig. 2. The ensemble
is symmetrically split, 𝑁1 ≈ 𝑁2 ≈ 𝑁/2, and the sensor spins are initially polarized along 𝑆𝑥

𝑘
. The parameters 𝜃1 and

𝜃2 are encoded as small angle rotations of the two sensor spins around the 𝑦-axis. By measuring the atom numbers in
all four states involved, the parameters can be directly estimated as 𝜃𝑘 ≈ 𝑆𝑧

𝑘
/⟨𝑆𝑥

𝑘
⟩ = (𝑁𝑘↑ − 𝑁𝑘↓)/𝐶𝑘 ⟨𝑁𝑘⟩. Figure 2C

shows such simultaneous measurements of 𝜃1 and 𝜃2, one dataset with and one without a shift applied to 𝜃2. Local
entanglement in each ensemble reduces the variance of both 𝜃1 and 𝜃2 by −1.3(2) dB below the SQL. However, such an
estimation strategy does not exploit the entanglement between the sensors, which manifests itself in strong correlations
between the measurement outcomes of 𝜃1 and 𝜃2.

To exploit the inter-sensor entanglement, we should estimate the non-local parameter 𝜃+ = (𝜃1 + 𝜃2)/
√

2, which is
sensitive to the squeezed global spin component 𝑆𝑧 = 𝑆𝑧1+𝑆

𝑧
2 and can be estimated with a variance of Var(𝜃+) = 2𝜉2/𝜇𝑁

using 𝑁 atoms and 𝜇 repetitions of the experiment (see Supplementary Text). Compared to the SQL obtained with
unentangled atoms in an ideal coherent spin state, VarSQL (𝜃±) = 2/𝜇𝑁 , we recover the full enhancement 𝜉2 provided
by the spin-squeezed state. For the data in Fig. 2C, we find that Var(𝜃+) is reduced by −5.6(2) dB below the SQL,
which is also evident in the narrow histogram in Fig. 2D. The orthogonal linear combination 𝜃− = (𝜃1 − 𝜃2)/

√
2, on

the other hand, which we can also access due to the individual readout of the sensors, is estimated from the same data
with Var(𝜃−) ≈ 2/𝜇𝑁𝐶2, slightly above the SQL.

Alternatively, we can apply a local 𝜋 rotation to invert the sign of S2 prior to imprinting the parameters. This
transfers the quantum correlations between the sensors into the antisymmetric mode so that 𝑆𝑧1 − 𝑆𝑧2 is squeezed. Now,
𝜃− can be estimated with Var(𝜃−) = 2𝜉2/𝜇𝑁 , while Var(𝜃+) ≈ 2/𝜇𝑁𝐶2 remains above the SQL. Figures 2E and 2F
show data taken in this way, showing an improvement of −5.6(2) dB below the SQL in Var(𝜃−).

Our strategy to estimate both 𝜃+ and 𝜃− with quantum enhancement, is to alternate between these two settings,
performing 𝜇/2 measurements with and 𝜇/2 without the 𝜋 rotation of S2, respectively, so that the overall resources are
unchanged. To fully exploit the information provided by both sets of measurements, we estimate both 𝜃+ and 𝜃− in each
of the two settings, resulting in four estimates that we combine with appropriate statistical weights (see Supplementary
Text). This allows us to jointly estimate 𝜃+ and 𝜃− , theoretically with identical uncertainties Var(𝜃±) = 4

𝜇𝑁

𝜉 2

1+𝐶2 𝜉 2 . With

respect to the SQL, the gain here is 2𝜉 2

1+𝐶2 𝜉 2 ≈ 2𝜉2 for 𝜉2 ≪ 1. It can be shown that this strategy, which is demonstrated
here experimentally, is the optimal strategy for the resources at hand, in that it saturates the corresponding Cramer-Rao
bound (see Supplementary Text).

Since the estimators for (𝜃1, 𝜃2) are orthonormal linear combinations of (𝜃+, 𝜃−), they can be obtained with the
same variances Var(𝜃1,2) = Var(𝜃±) from the same dataset. Figure 3 shows experimental data for such joint estimation
of the local parameters 𝜃1 and 𝜃2, using the nonlocal squeezed state as a resource for quantum enhancement. The
observed improvement beyond the SQL is −3.6(2) dB for 𝜃1 and −3.5(1) dB for 𝜃2, see Fig. 3C. Theoretically, we
expect −4.3(2) dB given the initial squeezing of 𝜉2 = −6.5(2) dB and a contrast of 𝐶 = 0.94(1), in good agreement
with the experiment, given that we do not subtract any technical noise (see Supplementary Text).
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Figure 3. Joint estimation of two local parameters enhanced by nonlocal squeezing. (A) Measurement results of 𝜃+ (teal) and
𝜃− (violet) for different applied rotations 𝜃2. Error bars: standard deviations (SD) of measurement outcomes. Solid lines: linear
fit to SD. Shaded areas: SQL for an ideal coherent spin state. (B) Joint estimation of 𝜃1 (orange) and 𝜃2 (green) from properly
weighted measurements of 𝜃+ and 𝜃− as described in the text, with error bars and solid lines indicating SD as in (A). Dashed lines:
SD obtained if inter-sensor entanglement is ignored. Shaded areas: SQL. (C) Comparison of quantum gains for estimating 𝜃1 and
𝜃2 using different strategies: Unentangled atoms (gray and light gray), local measurements ignoring inter-sensor entanglement (pink
and blue), and joint estimation using non-local entanglement (orange and green). Solid lines indicate the corresponding theoretical
expectations. The square points in teal and violet show the quantum gain for estimating only 𝜃+ or only 𝜃− , respectively. Teal line:
initial squeezing. All error bars are standard errors of the mean. (D) Histograms of the measurements of 𝜃1 and 𝜃2 at an applied
𝜃2 = 0. Compared to a coherent spin state (top), making use of local entanglement (middle) yields an improvement, but resources
are best used in a joint estimation of the parameters exploiting non-local entanglement (bottom). Colours as in (B) and (C).
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Sensing arbitrary parameter combinations

In certain measurement tasks, only a single linear combination of local parameters n · θ is of interest, such as in
field gradiometry or more generally in measuring a particular multipole moment or Fourier component of a field with
a sensor array. In this case, the optimal measurement configuration requires a specific distribution of resources to the
sensors, which in our case amounts to a particular distribution of local atom numbers 𝑁𝑘 , see Supplementary Text.
By adjusting the duration of the pulses that are used to split the initial BEC into the sensor clouds, we can adjust this
distribution as desired. We experimentally demonstrate this for the case of two sensors and five different splitting
ratios. Together with the ability to invert the signs of the local spins S𝑘 as described above, this allows us to optimize
the measurement configuration for ten different linear combinations n · θ, see data points in Fig. 4. The quantum
gain shown in Fig. 4 quantifies how much better the particular linear combination can be measured compared to a
measurement with identical resources but using unentangled atoms in a coherent spin state.
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More than two entangled sensors

We extend our multiparameter metrology scheme to larger sensor arrays, which raises new conceptual questions
on the optimal use of the entanglement in the nonlocal squeezed state. For 𝑀 sensors containing 𝑁𝑘 = 𝑁/𝑀 atoms
each, estimating the parameters (𝜃1, 𝜃2, . . . , 𝜃𝑀 ) with a globally squeezed state, the question arises as to which sensor
configurations should be prepared, i.e. which of the sensor spins should be subject to 𝜋-rotations prior to parameter
imprinting. We can show that the estimation strategy based on the Hadamard matrix of order 𝑀 , whose elements ±1
define which sensor spins should be rotated, is optimal (see Ref. [26] and Supplementary Text). However, Hadamard
matrices can only exist for dimensions one, two, and multiples of four. For other dimensions, we have to resort to a
truncated version of the next higher Hadamard matrix, whose rows define the sensor configurations. The simplest case
demonstrating this concept is 𝑀 = 3, where four different configurations of the sensor array have to be prepared to
jointly estimate the three local parameters (𝜃1, 𝜃2, 𝜃3) in an optimal way, corresponding to the rows of a Hadamard
matrix of order four with one column truncated. The theoretically expected uncertainty is Var(𝜃𝑘) = 𝑀

𝜇𝑁
· 𝑀𝜉 2

1+(𝑀−1)𝐶2 𝜉 2 ,
where the first factor is the SQL and the second factor the quantum gain (see Supplementary Text).
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In Fig. 5 we present data demonstrating joint multiparameter estimation with 𝑀 = 3 entangled atomic sensors.
We split the spin-squeezed BEC into three clouds with 𝑁1 = 630(30), 𝑁2 = 420(20), and 𝑁3 = 620(30), retaining
−4.9(3) dB of squeezing in the global spin 𝑆𝑧 = 𝑆𝑧1 + 𝑆

𝑧
2 + 𝑆

𝑧
3 after splitting (see Supplementary Text). We prepare four

different sensor configurations by applying local 𝜋-rotations to the S𝑘 as indicated in Fig. 5B. For each configuration,
we observe a quantum gain of around −4 dB beyond the SQL for the linear combination of parameters that matches
the sensor configuration, see Fig. 5B. For this dataset, these combinations are (±0.644 𝜃1 ± 0.431 𝜃2 + 0.632 𝜃3) due
to the imbalance in 𝑁𝑘 (see Supplementary Text). Combining the data from all four settings, we can jointly estimate
all three local parameters (𝜃1, 𝜃2, 𝜃3) with quantum gains of (−1.7(2),−0.8(2),−1.8(2)) dB beyond the SQL for the
same overall resources 𝑁 and 𝜇. If we omit any of the four prepared sensor configurations in the analysis, we obtain
lower quantum gains in all three parameters for the same overall 𝑁 and 𝜇, confirming the quantum advantage of four
sensor configurations over three in the case 𝑀 = 3.

Outlook

In this work, we have experimentally demonstrated quantum-enhanced multi-parameter sensing with arrays of up
to three atomic sensors. The theoretical analysis shows that our estimation protocol can be extended to an arbitrary
number of entangled sensors. While the protocol is optimal for our resources, as the number 𝑀 of jointly estimated
parameters increases, the quantum gain for each parameter decreases with 𝑀 , reflecting the fact that only a single
collective mode of the array is squeezed in each experimental run but used to enhance all 𝑀 parameters.

An intriguing perspective for multiparameter estimation with larger sensor arrays is compressed sensing [26], also
called multiparameter estimation with nuisance parameters [47, 48], where one is only interested in a subset L𝐻 of
all possible nonlocal parameter combinations, with L𝐻 ≪ 𝑀 ≪ 𝑁 . By specifically preparing sensor configurations
that enhance the L𝐻 linear combinations of interest, significant quantum gains can be achieved, which is particularly
relevant for field imaging and pattern recognition applications [26].

Our experiment marks the first demonstration of multiparameter estimation using globally squeezed states. This
result lays the ground for future demonstrations of intriguing sensing schemes such as the entanglement of distant
atomic clocks [49], opening up possibilities to study gravitational decoherence [50] and long baseline gravitational
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wave detection using atom interferometry [51]. Furthermore, our experimental system with collective spins of spatially
separated atomic ensembles entangled by one-axis twisting evolution is also well-suited for the realization of recent
proposals for vector magnetometry[23].
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[11] Gross, C., Zibold, T., Nicklas, E., Estève, J. & Oberthaler, M. K. Nonlinear atom interferometer surpasses classical precision

limit. Nature 464, 1165 (2010).
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I. JOINT MULTIPARAMETER ESTIMATION WITH DISTRIBUTED ENTANGLEMENT BY EQUAL SPLITTING
OF AN INITIAL SPIN SQUEEZED STATE

We consider a set of 𝑀 quantum sensors, each consisting of an ensemble of 𝑁𝑘 two-level atoms that form a collective
spin S𝑘 with 𝑘 = 1, ..., 𝑀 . The total ensemble of 𝑁 =

∑𝑀
𝑘=1 𝑁𝑘 atoms is assumed to be in a spin-squeezed state (SSS)

where the global mean spin points in the 𝑥-direction, and its 𝑧-component 𝑆𝑧 exhibits squeezing characterized by a
Wineland spin-squeezing parameter 𝜉2 [45]. These sensors are used to measure an ensemble of 𝑀 unknown parameters
θ = (𝜃1, ..., 𝜃𝑀 )𝑇 , each of which is locally imprinted through a small rotation of the corresponding collective spin
around its 𝑦-axis. In our estimation problem, we assume 𝜇 independent preparations of the system, each followed by
imprinting the parameters and then measuring the local collective spin components 𝑆𝑧

𝑘
of all the sensors 𝑘 = 1, ..., 𝑀 .

A. Fixed initial spin-squeezed state

Performing 𝜇 independent system preparations and local measurements on all sensors, one can estimate each
parameter 𝜃𝑘 as1 𝜃𝑘 = 𝑆

𝑧

𝑘

/
⟨𝑆𝑥

𝑘
⟩, where 𝑆

𝑧

𝑘 =
∑𝜇

𝑖=1 (𝑆
𝑧
𝑘
)𝑖/𝜇 is the statistical average of the measurement results 𝑆𝑧

𝑘
, and

⟨𝑆𝑥
𝑘
⟩ is the expectation value of the observable 𝑆𝑥

𝑘
in the quantum state. Here, we distinguish between the statistical

average obtained from a finite number of measurements and the expectation value calculated from the quantum state,
which assumes an infinite number of measurements, and we assume 𝜃𝑘 ≪ 1∀𝑘 . The uncertainty on the estimators is
quantified by the 𝑀 × 𝑀 covariance matrix Σ (𝜇) whose elements are Σ

(𝜇)
𝑘𝑙

= Cov(𝜃𝑘 , 𝜃𝑙). In the limit of large 𝜇, it is
given by [28]

Σ (𝜇) =
1
𝜇
M−1 with M = 𝐺𝑇Γ−1𝐺, (S1)

where 𝐺𝑘𝑙 = −𝑖⟨[𝑆𝑧
𝑘
, 𝑆

𝑦

𝑙
]⟩ and Γ𝑘𝑙 = Cov(𝑆𝑧

𝑘
, 𝑆𝑧

𝑙
) are 𝑀 × 𝑀 matrices. For a symmetric state, as the one resulting

from one-axis twisting evolution of an initial coherent spin state, partitioned with an equal number of atoms in each
sensor2, i.e. 𝑁𝑘 = 𝑁/𝑀 for all 𝑘 = 1, ..., 𝑀 , one can show that 𝐺 = (⟨𝑆𝑥⟩/𝑀) 1, where 1 is the 𝑀 × 𝑀 identity
matrix. Thus, the covariance matrix (S1) becomes

Σ (𝜇) =
𝑀2

𝜇 |⟨𝑆𝑥⟩|2
Γ. (S2)

Using both the full symmetry of the initial spin squeezed state under the exchange of two spins and the equal splitting
of the total atom number into the 𝑀 sensors, we can calculate the elements of the matrix Γ as

Γ𝑘𝑘 = Var(𝑆𝑧1) ∀𝑘 (S3)
Γ𝑘𝑙 = Cov(𝑆𝑧1 , 𝑆

𝑧
2) ∀𝑘, 𝑙 ≠ 𝑘. (S4)

Introducing the covariance of any two individual spins-1/2 𝑠𝑧
𝑖

and 𝑠𝑧
𝑗

in the symmetric spin state, 𝑐𝑖 𝑗 = Cov(𝑠𝑧1 , 𝑠
𝑧
2), it

follows that

Var(𝑆𝑧) =
𝑁

4
+ 𝑁 (𝑁 − 1)𝑐𝑖 𝑗 . (S5)

This allows 𝑐𝑖 𝑗 to be expressed as

𝑐𝑖 𝑗 =
4Var(𝑆𝑧) − 𝑁

4𝑁 (𝑁 − 1) . (S6)

Furthermore, one can show that Cov(𝑆𝑧1 , 𝑆
𝑧
2) =

(
𝑁
𝑀

)2
𝑐𝑖 𝑗 . By using the above equation, we get

Cov(𝑆𝑧1 , 𝑆
𝑧
2) =

4𝑁Var(𝑆𝑧) − 𝑁2

4𝑀2 (𝑁 − 1)
. (S7)

1 Throughout the section, we use the notation 𝜃𝑘 to distinguish between the parameters 𝜃𝑘 which are fixed and their unbiased estimators 𝜃𝑘 which
exhibit fluctuations.

2 For 𝑁𝑘 ≫ 1, and in particular for our experimental parameters, we can neglect the partition noise (see Fig. 2 of reference [32]).
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The variance (S5) can also be written as

Var(𝑆𝑧) = 𝑀Var(𝑆𝑧1) + 𝑀 (𝑀 − 1)Cov(𝑆𝑧1 , 𝑆
𝑧
2). (S8)

By substituting (S7) in (S8) we obtain

Var(𝑆𝑧1) = Var(𝑆𝑧)
[

1
𝑀

− 𝑁 (𝑀 − 1)
𝑀2 (𝑁 − 1)

]
+ 𝑁2 (𝑀 − 1)

4𝑀2 (𝑁 − 1)
. (S9)

By using the equations (S3), (S4), (S7) and (S9), we can express the elements of the covariance matrix (S2) as a
function of the initial squeezing 𝜉2 = 𝑁Var(𝑆𝑧)

/
|⟨𝑆𝑥⟩|2 and the global mean spin ⟨𝑆𝑥⟩,

Σ
(𝜇)
𝑘𝑘

=
1

𝜇(𝑁/𝑀)

(
𝜉2

𝑀
+ 𝑁3 (𝑀 − 1)

4𝑀 (𝑁 − 1) |⟨𝑆𝑥⟩|2
− 𝜉2 (𝑀 − 1)

𝑀 (𝑁 − 1)

)
∀𝑘, (S10)

Σ
(𝜇)
𝑘𝑙

=
𝜉2

𝜇(𝑁 − 1) −
𝑁2

4𝜇(𝑁 − 1) |⟨𝑆𝑥⟩|2
∀𝑘, 𝑙 ≠ 𝑘. (S11)

Equation (S10) can be rewritten as

Var(𝜃𝑘)
VarSQL (𝜃𝑘)

=
𝜉2

𝑀
+ 𝑁3 (𝑀 − 1)

4𝑀 (𝑁 − 1) |⟨𝑆𝑥⟩|2
− 𝜉2 (𝑀 − 1)

𝑀 (𝑁 − 1) (S12)

with the standard quantum limit (SQL)

VarSQL (𝜃𝑘) =
1

𝜇(𝑁/𝑀) . (S13)

Equation (S12) shows that residual local entanglement in each ensemble can in principle reduce the variance of all
estimators 𝜃𝑘 below the SQL by a factor (𝑀 − 1)/𝑀 in the limit 𝑁 ≫ 1 and 𝜉2 → 0. While this estimation strategy
shows a small quantum gain, it does not make use of the entanglement between the sensors.

To exploit the entanglement between the sensors, we need to make use of the covariances in Eq. (S11) as well.
The symmetric structure of the covariance matrix Σ (𝜇) leads to a simple spectrum with two distinct eigenvalues:
𝜎min = Σ

(𝜇)
𝑘𝑘

+ (𝑀 − 1)Σ (𝜇)
𝑘𝑙

, with multiplicity 𝑔 = 1, and 𝜎max = Σ
(𝜇)
𝑘𝑘

− Σ
(𝜇)
𝑘𝑙

, with multiplicity 𝑔 = 𝑀 − 1. This
spectrum reveals that entanglement between the sensors allows one to estimate the linear combination 𝜃sq = nsq · θ,
where nsq = (1, ..., 1)𝑇/

√
𝑀 is the unit eigenvector of Σ (𝜇) corresponding to the eigenvalue 𝜎min, with full quantum

gain

Var(𝜃sq)
VarSQL (𝜃sq)

= 𝜉2, (S14)

while all other 𝑀 − 1 linear combinations of parameters 𝜃asq that are orthorgonal to 𝜃sq are estimated with an estimator
variance above the SQL,

Var(𝜃asq)
VarSQL (𝜃asq)

=
𝑁3

4(𝑁 − 1) |⟨𝑆𝑥⟩|2
− 𝜉2

𝑁 − 1
> 1 for 𝜉2 < 1 . (S15)

However, as discussed in the next section, local control over the sensor spins allows one to change the optimal linear
combination of parameters 𝜃sq whose estimation is enhanced by entanglement between the sensors.

B. Redistribution of the squeezing in different combinations of the local collective spins

It was theoretically shown in ref. [26] that one can change the optimally estimated parameter combination 𝜃sq by
applying local 𝜋 rotations to the sensor spins prior to imprinting the parameters. In particular, the linear combination
𝜃sq = nsq · θ, with nsq = (𝜖1, ..., 𝜖𝑀 )𝑇/

√
𝑀 , where 𝜖𝑘 = ±1, can be estimated with the full quantum enhancement by

performing a local 𝜋 rotation to the 𝑘 th sensor whenever 𝜖𝑘 = −1. A complete set of orthogonal independent linear
combinations of the parameters of this form is provided by the Hadamard transformation when 𝑀 = 2𝑝 with 𝑝 an
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integer [52], and in this section, we restrict ourselves to this case. By adapting the choices of 𝜖𝑘 to measure all the 𝑀

Hadamard coefficients of the signal θ, each using 𝜇/𝑀 independent realizations, and then using the inverse Hadamard
transformation, one can infer the original parameters θ with the same estimator variance for each parameter [26]

Var(𝜃sq
𝑘
) = 𝜉2

(𝜇/𝑀) (𝑁/𝑀) . (S16)

One can further improve on this result by fully exploiting the information from local readout, using also the estimates
of the Hadamard coefficients with suboptimal variance. This allows us, in addition to the estimation with the variance
(S16), to estimate each parameter 𝑀 − 1 times with the variance

Var(𝜃asq
𝑘

) = 1
(𝜇/𝑀) (𝑁/𝑀)

(
𝑁3

4(𝑁 − 1) |⟨𝑆𝑥⟩|2
− 𝜉2

𝑁 − 1

)
. (S17)

Next, we determine the best way to combine these 𝑀 estimated values 𝜃sq
𝑘

and (𝜃asq,1
𝑘

, ..., 𝜃
asq,𝑀−1
𝑘

) of 𝜃𝑘 , where 𝜃
sq
𝑘

is
the “squeezed” estimation of 𝜃𝑘 , and 𝜃

asq,𝑙
𝑘

, for 𝑙 ∈ [1, 𝑀 − 1], are the 𝑀 − 1 “anti-squeezed” estimations of 𝜃𝑘 . For
this, we construct the unbiased estimator

𝜃𝑘 =

(
1 + 𝛼

2

)
𝜃

sq
𝑘
+ 1
𝑀 − 1

(
1 − 𝛼

2

) 𝑀−1∑︁
𝑙=1

𝜃
asq,𝑙
𝑘

. (S18)

Due to the orthogonality of the Hadamard coefficients and the symmetry of the state, one can show that 𝜃sq
𝑘

and each
𝜃

asq,𝑙
𝑘

for 𝑙 = 1, ..., 𝑀 − 1 are independent. The variance of this estimator can thus be written as

Var(𝜃𝑘) =
(

1 + 𝛼

2

)2
Var(𝜃sq

𝑘
) + 1

𝑀 − 1

(
1 − 𝛼

2

)2
Var(𝜃asq

𝑘
). (S19)

By minimizing the variance (S19) over 𝛼, we find that choosing

𝛼 = 𝛼min =
Var(𝜃asq

𝑘
)/(𝑀 − 1) − Var(𝜃sq

𝑘
)

Var(𝜃asq
𝑘

)/(𝑀 − 1) + Var(𝜃sq
𝑘
)

(S20)

in equation (S18) gives

Var(𝜃𝑘) =
1

1/Var(𝜃sq
𝑘
) + (𝑀 − 1)/Var(𝜃asq

𝑘
)
. (S21)

Substituting (S16) and (S17) in (S21) yields

Var(𝜃𝑘) =
1

𝜇(𝑁/𝑀)

©«
𝑀

1
𝜉 2 + 𝑀−1

𝑁3
4(𝑁−1) |⟨𝑆𝑥 ⟩|2

− 𝜉2
𝑁−1

ª®®®¬
𝑁≫1≃ 1

𝜇(𝑁/𝑀)

(
𝑀𝜉2

1 + (𝑀 − 1)𝐶2𝜉2

)
, (S22)

where 𝐶 is the contrast

𝐶 =
|⟨𝑆𝑥⟩|
𝑁/2

. (S23)

Relative to the SQL, for which VarSQL (𝜃𝑘) = 1/(𝜇𝑁/𝑀), this strategy allows us to jointly estimate all the parameters
with the same quantum enhancement

Var(𝜃𝑘)/VarSQL (𝜃𝑘)
𝑁≫1≃ 𝑀𝜉2

1 + (𝑀 − 1)𝐶2𝜉2 . (S24)

In the limit of a large amount of initial squeezing 𝜉2 ≪ 1 with a fixed number of sensors 𝑀 , equation (S24) shows that
the quantum enhancement, with respect to the SQL, achieved by this strategy is

Var(𝜃𝑘)/VarSQL (𝜃𝑘)
𝑀𝜉 2≪1

≃ 𝑀𝜉2. (S25)
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C. Optimality of the joint estimation of 𝑀 parameters

1. A Cramer-Rao inequality for joint multiparameter estimation

For multiparameter estimation using a fixed quantum state, a Cramer-Rao inequality was proven [20],
Σ ≥ (𝜇F )−1 , (S26)

where Σ is the covariance matrix of the parameter estimators and F is the multiparameter quantum Fisher information
matrix in the considered quantum state. However, as we have pointed out previously, using a single fixed quantum
state is not the best strategy to obtain quantum gain in the joint estimation of all the parameters. For this reason, in our
protocol, starting from a total number 𝜇 of preparations of a given quantum state (our resource), we change the state
of different groups of realizations to reshape their quantum correlations, which allows us to construct estimators of the
local parameters displaying jointly a reduced variance with respect to the standard quantum limit.

In this new scenario, we have to adapt the Cramer-Rao inequality (S26). Using the fact that the transformations
performed on the initial squeezed state do not change the spectrum of Σ and F , we obtain a new Cramer-Rao inequality
involving the spectrum of the two matrices (instead of the matrices themselves), or more precisely the harmonic
averages �̄�𝐻 and �̄�𝐻 of their eigenvalues,

�̄�𝐻 ≡ 𝑀∑𝑀
𝑖=1

1
𝜎𝑖

where 𝜎𝑖 are the eigenvalues of Σ, (S27)

�̄�𝐻 ≡ 𝑀∑𝑀
𝑖=1

1
𝜆𝑖

where 𝜆𝑖 are the eigenvalues of F −1, (S28)

that takes the form3

�̄�𝐻 ≥ �̄�𝐻 . (S29)

2. Approximate saturation of the Cramer-Rao inequality

In this subsection, we demonstrate that for an ideal spin squeezed state in the limit of large 𝑁 , the joint estimation
protocol detailed in the previous section saturates the Cramér-Rao inequality (S29). Here �̄�𝐻 is the harmonic average
of the spectrum of the covariance matrix Σ of the local parameter estimators 𝜃𝑘 (S18), and �̄�𝐻 is the harmonic average
of the eigenvalues of (𝜇F )−1 where 𝜇 is the total number of system preparations and F is the multiparameter quantum
Fisher information matrix F , whose spectrum is detailed below. Specifically, we show that the variance of the local
parameter estimators, which is the same for each parameter and equals the harmonic average of the eigenvalues of Σ,
matches the harmonic average of the eigenvalues of (𝜇F )−1 in the limit of a pure one-axis twisting spin squeezed state
with 𝑁 ≫ 1:

Var(𝜃𝑘) = �̄�𝐻 ≃ �̄�𝐻 . (S30)
Let us first concentrate on the left hand side of equation (S29). In the joint multiparameter estimation strategy, the

𝑀 local parameters 𝜃𝑘 are estimated independently and with the same variance (S22). The covariance matrix of the
estimators, defined as Σ𝑘𝑙 = Cov(𝜃𝑘 , 𝜃𝑙), with 𝜃𝑘 given by equation (S18), is then proportional to the identity matrix,
so that

Σ = Var(𝜃𝑘)1 and Var(𝜃𝑘) = 𝜎𝑖 = �̄�𝐻 . (S31)

3 For each type of state (set of pulses) we prepare, the Cramer Rao inequality (S26) holds. The two matrices in (S26) are diagonalized by the same
orthogonal transformation 𝐴→ 𝑇𝑃𝐴𝑃, where 𝑇𝑃 = 𝑃 = 𝐻 is the Hadamard matrix that connects the parameters θ to the orthogonal Hadamard
combinations. We then have:

(𝐻Σ𝐻 ) ≥
(
𝐻F−1𝐻

)
.

This last inequality that is now between diagonal matrices, holds for the eigenvalues 𝜎𝑖 ≥ 𝜆𝑖 for 𝑖 = 1, . . . , 𝑀. Since the harmonic average �̄�𝐻

is a monotonic function of its arguments 𝑎𝑖 :

𝜕�̄�𝐻

𝜕𝑎𝑖
=

𝜕

𝜕𝑎𝑖

(
𝑀∑𝑀

𝑖=1
1
𝑎𝑖

)
=

𝑀(∑𝑀
𝑖=1

1
𝑎𝑖

)2
1
𝑎2
𝑖

> 0 ,

the inequality between eigenvalues transfers to the harmonic average, and we recover equation (S29).
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For an ideal spin squeezed state with 𝑁 ≫ 1, up to the best squeezing time, one has ⟨𝑆𝑥⟩ ≃ 𝑁/2 and 𝐶 ≃ 1 (almost
perfect contrast), so that the variance of the estimator can be approximated by

Var(𝜃𝑘) =
1

𝜇(𝑁/𝑀)

©«
𝑀

1
𝜉 2 + 𝑀−1

𝑁3
4(𝑁−1) |⟨𝑆𝑥 ⟩|2

− 𝜉2
𝑁−1

ª®®®¬
𝐶≃1 ; 𝑁≫1≃ 1

𝜇(𝑁/𝑀)
©« 𝑀

𝑁/4
Var(𝑆𝑧 ) + 𝑀 − 1

ª®¬ . (S32)

Concerning the right hand side of equation (S29), for a pure state, the multiparameter quantum Fisher information
matrix F is proportional to the covariance matrix of the local generators of rotations that are here the 𝑦 components of
the local collective spins,

F𝑘𝑙 = 4 Cov(𝑆𝑦
𝑘
, 𝑆

𝑦

𝑙
). (S33)

The elements of F can be deduced from equations (S7) and (S9) of the previous section by changing 𝑆𝑧 → 𝑆𝑦 , and
the eigenvalues of F are

𝜆F
sq =

𝑁

𝑀

Var(𝑆𝑦)
𝑁/4

non degenerate, (S34)

𝜆F
asq =

𝑁

𝑀

1
𝑁 − 1

[
𝑁 −

Var(𝑆𝑦)
𝑁/4

]
degenerate × (𝑀 − 1). (S35)

For times shorter than the best squeezing time 𝑁−1 ≪ 𝜒𝑡 ≪ 𝑁−2/3 where the system already exhibits important
squeezing and the Wigner distribution, representing the fluctuations of the collective spin in the transverse plane, is
approximately a minimum uncertainty Gaussian [44, 53],

⟨𝑆𝑥⟩ ≃ 𝑁

2
, (S36)

Δ𝑆𝑦Δ𝑆𝑧 ≃ 𝑁

4
⇒ Δ𝑆𝑦 ≃ 𝑁

4
1

Δ𝑆𝑧
. (S37)

Inserting these equations into (S34) and (S35), and using the assumption 𝑁 ≫ 1, one gets

𝜆F
sq ≃ 𝑁

𝑀

𝑁/4
Var(𝑆𝑧)

, (S38)

𝜆F
asq ≃ 𝑁

𝑀
. (S39)

We can then calculate the harmonic average of the eigenvalues of the matrix (𝜇F )−1, to obtain

�̄�𝐻 =
1
𝜇

𝑀

𝜆F
sq + (𝑀 − 1)𝜆F

asq
≃ 1

𝜇(𝑁/𝑀)
©« 𝑀

𝑁/4
Var(𝑆𝑧 ) + 𝑀 − 1

ª®¬ . (S40)

The comparison of equations (S40) and (S32) gives the result (S30). This shows the optimality of the joint estimation
strategy, in the case of an ideal spin squeezed state as a resource, equal splitting of the squeezed ensemble over the 𝑀

sensors, and a number of sensors that is equal to a power of two, that is 𝑀 = 2𝑝 with 𝑝 integer.

D. Case of 𝑀 = 3 sensors

Let us now consider the scenario where we have 𝑀 = 3 sensor spins, each containing 𝑁/3 atoms. Since the
Hadamard transformation does not exist for 𝑀 = 3, we have to treat this case separately. The approach that we follow
here is to use the Hadamard transformation for the 𝑀 = 4 case, where the fourth local parameter is set to zero. In order
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to estimate the three local parameters θ = (𝜃1, 𝜃2, 𝜃3)𝑇 , we thus prepare and measure four linear combinations:

𝑐1 =
1
√

3
(𝜃1 + 𝜃2 + 𝜃3), (S41)

𝑐2 =
1
√

3
(𝜃1 − 𝜃2 + 𝜃3), (S42)

𝑐3 =
1
√

3
(𝜃1 + 𝜃2 − 𝜃3), (S43)

𝑐4 =
1
√

3
(𝜃1 − 𝜃2 − 𝜃3), (S44)

from which we deduce the local parameters. According to subsection I B, any of the linear combinations (S41)-(S44)
can be chosen to be estimated with a quantum gain. With a fixed total number of system preparations 𝜇, the four linear
combinations can then be estimated with a variance

Var(𝑐 𝑗 ) =
𝜉2

(𝜇/4) (𝑁/3) ∀ 𝑗 ∈ {1, 2, 3, 4}. (S45)

Comparing this to the corresponding variance using 𝜇 system preparations with a coherent spin state (i.e. 𝜉2 = 1),
the quantum gain on the estimation of each linear combination 𝑐 𝑗 is 4𝜉2. When a particular linear combination 𝑐 𝑗 is
estimated with quantum gain, the other three linear combinations 𝑐𝑘 are estimated with a variance

Var(𝑐 𝑗 ) =
1

(𝜇/4) (𝑁/3)

(
2𝑁3

9(𝑁 − 1) |⟨𝑆𝑥⟩|2
+ (𝑁 − 9)𝜉2

9(𝑁 − 1)

)
. (S46)

The local parameters can then be inferred once using the four squeezed linear combinations with variance

Var(𝜃sq
𝑘
) = 𝜉2

(𝜇/3) (𝑁/3) , (S47)

and three times using the four non-squeezed linear combinations, with a variance

Var(𝜃nsq,𝑙
𝑘

) = 1
(𝜇/3) (𝑁/3)

(
2𝑁3

9(𝑁 − 1) |⟨𝑆𝑥⟩|2
+ (𝑁 − 9)𝜉2

9(𝑁 − 1)

)
. (S48)

Here, each local parameter is inferred from four linear combinations that are measured independently. For a given
local parameter 𝑘 , all measurement results can be used to construct the unbiased estimator

𝜃𝑘 =

(
1 + 𝛼

2

)
𝜃

sq
𝑘
+ 1

3

(
1 − 𝛼

2

) 3∑︁
𝑙=1

𝜃
nsq,𝑙
𝑘

. (S49)

By taking into account the covariances between the estimators 𝜃sq
𝑘

and 𝜃
nsq,𝑙
𝑘

with 𝑙 = 1, 2, 3, which originate from the
covariances between the linear combinations measured in the same realization, the minimization of the variance of
(S49) over 𝛼 yields

𝛼min = −
Σ
(𝜇/4)
11 + 4Σ (𝜇/4)

12

2(Σ (𝜇/4)
11 + Σ

(𝜇/4)
12 )

, (S50)

where Σ
(𝜇)
11 and Σ

(𝜇)
12 are given by (S10) and (S11) respectively. By substituting 𝛼min into (S49) and calculating its

variance, each local parameter 𝜃𝑘 can then be estimated with the same variance

Var(𝜃𝑘) =
1

𝜇(𝑁/3)

©«
3

1
𝜉 2 + 2

𝑁3
4(𝑁−1) |⟨𝑆𝑥 ⟩|2

− 𝜉2
𝑁−1

ª®®®¬
𝑁≫1≃ 1

𝜇(𝑁/3)

(
3𝜉2

1 + 2𝐶2𝜉2

)
. (S51)

Note that this last equation coincides with (S22) when 𝑀 = 3.
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II. MEASUREMENT OF A GENERIC COMBINATION OF PARAMETERS BY SUITABLE SPLITTING OF AN
INITIAL SPIN SQUEEZED STATE

As in the previous section, we consider as a resource a fixed total number 𝜇 of preparations of an initially spin-
squeezed state with 𝑁 atoms, where the global mean spin points in the 𝑥 direction, and its 𝑧 component 𝑆𝑧 exhibits
squeezing characterized by a Wineland spin-squeezing parameter 𝜉2. The difference in this section is that now, in
addition to the possibility to flip the spins and to perform local measurements, we add flexibility in distributing the
spin-squeezed atoms among the 𝑀 sensors.

In this frame, given a linear combination C of the 𝑀 parameters with real coefficients,

C ≡
𝑀∑︁
𝑘=1

𝑐𝑘𝜃𝑘 ; 𝑐𝑘 ∈ R, (S52)

we aim to determine the optimal strategy to estimate C and its corresponding quantum gain. Note that contrary to the
previous sections, we do not impose any normalization condition on the combination C.

A. Distributed entanglement strategy

The optimal measurement configuration requires specific distributions of atoms into the 𝑀 sensors. The one we
consider in this subsection is to choose the number of atoms 𝑁𝑘 in each sensor to be proportional to |𝑐𝑘 |, with the
correct normalization factor A,

𝑁𝑘 = A|𝑐𝑘 | with A =
𝑁∑
𝑗 |𝑐 𝑗 |

so that
𝑀∑︁
𝑘=1

𝑁𝑘 = 𝑁, (S53)

and we use 𝜋 pulses to introduce the signs of the coefficients 𝜖𝑘 = 𝑐𝑘/|𝑐𝑘 | in front of the 𝜃𝑘 . To first order in 𝜃𝑘 , and
for an ideal spin squeezed state with 𝑁 ≫ 1 where ⟨𝑆𝑥⟩ ≃ 𝑁/2 and ⟨𝑆𝑥

𝑘
⟩ ≃ 𝑁𝑘/2, a measurement of the 𝑧 component

of the global spin 𝑆𝑧 allows the estimation of the desired linear combination C,

⟨𝑆𝑧⟩ =
𝑀∑︁
𝑘=1

⟨𝑆𝑧
𝑘
⟩ =

𝑀∑︁
𝑘=1

⟨𝑆𝑥𝑘 ⟩𝜖𝑘𝜃𝑘 =

𝑀∑︁
𝑘=1

𝑁𝑘

2
𝜖𝑘𝜃𝑘

A
2

𝑀∑︁
𝑘=1

|𝑐𝑘 |𝜖𝑘𝜃𝑘 =
A
2

𝑀∑︁
𝑘=1

𝑐𝑘𝜃𝑘 =
A
2
C . (S54)

We now calculate the uncertainty in the estimated linear combination Var(Ĉ)SSS, achieved by measuring the collective
spin observable 𝑆𝑧 . By definition we have

Var(Ĉ)SSS ≡ 1
𝜇

Var(𝑆𝑧)
|𝜕C ⟨𝑆𝑧⟩|2

����
𝜃=0

. (S55)

Using (S54) then (S53), one can rewrite this last equation as

Var(Ĉ)SSS =
1
𝜇

𝑁

𝑁

Var(𝑆𝑧)(
A
2

⟨𝑆𝑥 ⟩
⟨𝑆𝑥 ⟩

)2

�������
𝜃=0

=
𝜉2

𝜇𝑁

(
⟨𝑆𝑥⟩
A/2

)2
�����
𝜃=0

=
𝜉2

𝜇𝑁

(
𝑀∑︁
𝑖=1

|𝑐𝑖 |
)2

, (S56)

where 𝜉2 = 𝑁Var(𝑆𝑧)
/
|⟨𝑆𝑥⟩|2 is the initial squeezing parameter. Note that the uncertainty in the estimated linear

combination (S56) depends on the combination through
∑𝑀

𝑖=1 |𝑐𝑖 |.

B. Comparison with a coherent spin state

To calculate the quantum gain of this scheme, we compare it to the estimation using a coherent spin state (CSS).
Since the atoms are independent, the parameters are always estimated independently and

Var(Ĉ)CSS =

𝑀∑︁
𝑘=1

𝑐2
𝑘Var(𝜃𝑘)CSS . (S57)
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Moreover, the uncertainty on each local parameter 𝜃𝑘 is always given by Var(𝜃𝑘)CSS = 1/𝜇𝑘𝑁𝑘 , where 𝑁𝑘 is the
number of atoms and 𝜇𝑘 the number of repetitions used to estimate 𝜃𝑘 , and

∑
𝑘 𝜇𝑘 = 𝜇. For example, to estimate the

symmetric linear combination C+ =
∑𝑀

𝑘=1 𝜃𝑘/
√
𝑀 one can for each parameter 𝜃𝑘 either use 𝑁/𝑀 atoms 𝜇 times or 𝑁

atoms 𝜇/𝑀 times. In this sense, we can say that we have as a “total resource” 𝜇𝑁 independent atoms and the constraint
is

𝑀∑︁
𝑘=1

𝜇𝑘𝑁𝑘 = 𝜇𝑁 . (S58)

When applied to the combination C, this leads to an uncertainty

Var(Ĉ)CSS =

𝑀∑︁
𝑘=1

𝑐2
𝑘Var(𝜃𝑘)CSS =

𝑀∑︁
𝑘=1

𝑐2
𝑘

𝜇𝑘𝑁𝑘

. (S59)

By using a Cauchy-Schwartz inequality, one can show that the uncertainty (S59) satisfies the following inequality:

Var(Ĉ)CSS ≥ 1
𝜇𝑁

(
𝑀∑︁
𝑖=1

|𝑐𝑖 |
)2

. (S60)

To show it, we introduce two 𝑀-dimensional vectors α and β with respective components

𝛼𝑘 ≡ |𝑐𝑘 |√
𝜇𝑘𝑁𝑘

and 𝛽𝑘 ≡
√
𝜇𝑘𝑁𝑘√
𝜇𝑁

with | |β | | = 1. (S61)

Applying the Cauchy-Schwartz inequality to vectors α and β results in

| |α| |2 | |β | |2 =

𝑀∑︁
𝑘=1

𝑐2
𝑘

𝜇𝑘𝑁𝑘

= Var(Ĉ)CSS ≥ |α · β |2 =
1
𝜇𝑁

(
𝑀∑︁
𝑖=1

|𝑐𝑖 |
)2

. (S62)

This indicates that the minimal uncertainty in estimating a given linear combination C achieved by a coherent spin
state is given by

Var(Ĉ)CSS,min =
1
𝜇𝑁

(
𝑀∑︁
𝑖=1

|𝑐𝑖 |
)2

. (S63)

This minimal uncertainty is attained by the choice of 𝜇𝑘𝑁𝑘 that saturate the Cauchy-Schwartz inequality (S62),

𝜇𝑘𝑁𝑘 = B|𝑐𝑘 | with B =
𝜇𝑁∑
𝑗 |𝑐 𝑗 |

so that
𝑀∑︁
𝑘=1

𝜇𝑘𝑁𝑘 = 𝜇𝑁 . (S64)

The quantum gain associated with the estimation of the linear combination C with a squeezed spin state compared to
a coherent spin state is thus given, independently of the combination and independently of the normalization condition
chosen, by

Var(Ĉ)SSS

Var(Ĉ)CSS,min
= 𝜉2. (S65)

C. Scanning microscope strategy

In order to estimate the linear combination C, another possibility is to use the scanning microscope (SM) strategy.
In this strategy, where the local parameters are estimated consecutively and therefore independently, one has

Var(Ĉ)SM =

𝑀∑︁
𝑘=1

𝑐2
𝑘Var(𝜃𝑘)SM. (S66)
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For each preparation we use 𝑁 atoms to measure a single parameter, but we can dedicate a different number 𝜇𝑘 of
preparations for different parameters, with

𝑀∑︁
𝑘=1

𝜇𝑘 = 𝜇 . (S67)

The uncertainty on each local parameter 𝜃𝑘 is then Var(𝜃𝑘)SM = 𝜉2/𝜇𝑘𝑁 . When applied to the combination C, this
leads to an uncertainty

Var(Ĉ)SM =

𝑀∑︁
𝑘=1

𝑐2
𝑘Var(𝜃𝑘)SM =

𝑀∑︁
𝑘=1

𝑐2
𝑘
𝜉2

𝜇𝑘𝑁
. (S68)

By using a Cauchy-Schwartz inequality, one can show that the uncertainty (S68) satisfies the following inequality:

Var(Ĉ)SM ≥ 𝜉2

𝜇𝑁

(
𝑀∑︁
𝑖=1

|𝑐𝑖 |
)2

. (S69)

To show it, we introduce two 𝑀-dimensional vectors α and β with respective components

𝛼𝑘 ≡ |𝑐𝑘 |𝜉√
𝜇𝑘𝑁

and 𝛽𝑘 ≡
√
𝜇𝑘√
𝜇

with | |β | | = 1. (S70)

Applying the Cauchy-Schwartz inequality to vectors α and β results in

| |α| |2 | |β | |2 =

𝑀∑︁
𝑘=1

𝑐2
𝑘
𝜉2

𝜇𝑘𝑁
= Var(Ĉ)SM ≥ |α · β |2 =

𝜉2

𝜇𝑁

(
𝑀∑︁
𝑖=1

|𝑐𝑖 |
)2

. (S71)

This indicates that the minimal uncertainty in estimating a given linear combination C achieved by the scanning
microscope is given by

Var(Ĉ)SM,min =
𝜉2

𝜇𝑁

(
𝑀∑︁
𝑖=1

|𝑐𝑖 |
)2

. (S72)

This minimal uncertainty is attained by the choice of 𝜇𝑘 that saturate the Cauchy-Schwartz inequality (S71),

𝜇𝑘 = D|𝑐𝑘 | with D =
𝜇∑
𝑗 |𝑐 𝑗 |

so that
𝑀∑︁
𝑘=1

𝜇𝑘 = 𝜇 . (S73)

This means that, as for the distributed entanglement strategy, for the scanning microscope strategy the quantum gain of
the squeezed spin state with respect to a coherent spin state is 𝜉2, independently of the combination and independently
of the normalization condition chosen. However, we should point out a limitation of the scanning microscope strategy
that necessitates the estimation of all parameters and thereby requires a number of system preparations 𝜇 that is at least
equal to the number of sensors 𝑀 . As a result, if 𝜇 < 𝑀 , this strategy cannot be applied for estimating a given linear
combination of the parameters.
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Figure S1. (A) 87Rb ground state hyperfine structure with Zeeman levels |𝐹, 𝑚𝐹 ⟩. Levels used in our experiment are shown in
color, consistent with the color code in (B). Purple arrows indicate microwave transitions that are used to coherently split the cloud.
Green and orange arrows indicate the single-photon transition used to rotate S2 and the two-photon transition used to rotate S1,
respectively. (B) and (C) show the experimental sequence for two-parameter and three-parameter estimation, respectively. Three
main parts of the sequence are separated by dashed lines: preparation of the atomic sensor array (left), spin rotations of the individual
sensors (middle), and individual detection (right). The BEC is initially prepared in a superposition of |1 ↑⟩ and |1 ↓⟩ by the first
𝜋/2 pulse. A one-axis twisting (OAT) Hamiltonian is applied to generate a global spin-squeezed state, followed by a small rotation
of 10◦ around the 𝑥-axis to align the squeezed spin component with the 𝑧-axis. Subsequently, an atomic beam splitting sequence
(BS) coherently splits the initial BEC into an array of atomic sensors. To adjust the correlations between sensors, local 𝜋 rotations
around the 𝑥-axis 𝑅𝑥 can be performed on certain sensors if desired. Local parameters 𝜃𝑘 can then be encoded on the 𝑘-th sensor
through small rotations around the 𝑦-axis 𝑅𝑦 (𝜃𝑘). Finally, absorption images are taken to measure 𝑆𝑧

𝑘
for all sensors.

III. EXPERIMENTAL SEQUENCE

The experimental sequence is illustrated in Fig. S1. We start from a BEC with 𝑁 ≈ 1450 atoms on an atom chip
[54], initially prepared in state |𝐹 = 1, 𝑚𝐹 = −1⟩. A first 𝜋/2 pulse transfers the atoms into an equal superposition
of |1 ↑⟩ ≡ |𝐹 = 1, 𝑚𝐹 = −1⟩ and |1 ↓⟩ ≡ |𝐹 = 2, 𝑚𝐹 = 1⟩, defining the collective spin S1. In this coherent spin state
(CSS) the atoms are uncorrelated. To entangle the atoms we harness atomic collisions in a spin-dependent potential
to apply a one-axis twisting Hamiltonian [10, 55] for a well-defined time. The resulting squeezed spin state points in
what we define as the 𝑥-direction. It is then rotated around the 𝑥-axis such that it shows minimal variance in 𝑆𝑧 , which
is reduced by 𝜉2 = −6.5(2) dB compared to the SQL.

In order to spatially split the BEC into 𝑀 = 2 atomic sensors, we release the atoms from the trap and simultaneously
couple the states |1 ↑⟩ and |1 ↓⟩ to the states |2 ↑⟩ ≡ |𝐹 = 2, 𝑚𝐹 = 0⟩ and |2 ↓⟩ ≡ |𝐹 = 1, 𝑚𝐹 = 0⟩, respectively, which
define the collective spin S2. The coupling is done by driving the two transitions with a two-tone microwave (MW)
magnetic field. The duration of the coupling pulse determines the atom numbers 𝑁1 and 𝑁2 in the two sensors, which
we choose to be equal for the experiments in Figs. 2 and 3 of the main paper, while we adjust them to different values
for the experiments shown in Fig. 4 of the main paper.

Exploiting the difference in magnetic moments of the involved states, the atomic ensembles realizing the spins S1
and S2 are then spatially separated by applying a magnetic field gradient pulse, resulting in two atomic clouds separated
by more than 14 𝜇m at this point in the sequence [46]. The spin lengths are

〈
𝑆𝑥
𝑘

〉
= 𝐶𝑁𝑘/2, where 𝐶 corresponds to

the interferometric contrast in a Ramsey measurement; independent measurements show 𝐶 ≈ 94% for both spins in our
experiment. To prepare the different sensor configurations, we either apply a spin rotation 𝑅𝑥 of S2 around the 𝑥-axis
by an angle 𝜋, or we omit this pulse. Subsequently, we encode the parameters 𝜃1 and 𝜃2 on each sensor as small angle
rotations around the 𝑦-axis. This translates the local parameters into an observable change in 𝑆𝑧1 and 𝑆𝑧2 , respectively.

After the parameter encoding, we take absorption images to measure the atom numbers 𝑁1↑, 𝑁1↓, 𝑁2↑, 𝑁2↓ in all
four states, corresponding to simultaneous measurements of both 𝑆𝑧1 = (𝑁1↑ − 𝑁1↓)/2 and 𝑆𝑧2 = (𝑁2↑ − 𝑁2↓)/2, from
which we obtain 𝜃1 ≈ 𝑆𝑧1/⟨𝑆

𝑥
1 ⟩ and 𝜃2 ≈ 𝑆𝑧2/⟨𝑆

𝑥
2 ⟩ using 𝜃𝑘 ≪ 1.

To demonstrate our ability to encode varying local parameters on both spins S1 and S2 we have taken many datasets
where we vary both parameters. For the data presented in Figs. 2 and 3 we chose a dataset where S1 was subjected
to a rotation of −5◦ and varying rotations of −10◦, −5◦, 0◦, 5◦ and 10◦ were applied to S2. Unbalanced atom loss and
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small miscalibrations of the phases of the MW pulses lead to small offsets of 𝑆𝑧1 and 𝑆𝑧2 even when the spins are not
rotated before detection. We subtract these constant offsets from the data, so that 𝜃1 = 𝜃2 = 0 corresponds to the center
of the dataset, to simplify the presentation. For the stated quantum gain and parameter variances these offsets do not
play any role.

Technical noise in our experiment increases all measured variances. The major source of technical noise is photon
shot noise on the absorption images. To reduce this source of noise we optimize our imaging parameters and select
an elliptical region of interest when counting the atom number on the absorption images, see ref. [46] (Appendix C).
Although this technical noise can be accurately measured independently, we do not subtract it or any other technical
noise when processing the data.

An important aspect in stating quantum enhanced measurement precision is an accurate calibration of the resources
used. In particular the atom number has to be calibrated accurately. In our experiment, we calibrate the detected
atom numbers in the absorption images with the method described in [56]. Additionally, we perform the experiment
with independent (unentangled) sensors by using the same sequence but excluding the one-axis twisting evolution that
generates the entanglement. The obtained data are analyzed in the exact same way, and show a variance of 0.5(3) dB
above the SQL, see the gray points in Fig. 3 C, D of the main paper.

In order to prepare an array of 𝑀 = 3 atomic sensors, we use the same techniques as described above, but
additionally make use of the Zeeman states |3 ↑⟩ ≡ |𝐹 = 2, 𝑚𝐹 = −1⟩ and |3 ↓⟩ ≡ |𝐹 = 1, 𝑚𝐹 = 1⟩, which define S3.
We first distribute the atoms between S1 and S2 with a two-tone microwave pulse, as described above. Subsequently,
another two-tone MW pulse drives the transitions indicated by the purple arrows in Fig. S1A, transferring atoms from
|1 ↑⟩ and |1 ↓⟩ to |3 ↑⟩ and |3 ↓⟩, respectively. This realizes two sequential atomic beamsplitters. The duration of the
two pulses determines 𝑁1, 𝑁2, and 𝑁3. The three atomic ensembles realizing the spins S1, S2, and S3 are then spatially
separated by applying a magnetic field gradient pulse, again making use of the difference of the magnetic moments
of the involved states. Before the spins are detected by absorption imaging, 𝜋 rotations of S1 and S2 are applied if
desired to adjust the correlations among the three sensors and realize the different measurement configurations. In the
three sensor case, the atoms are distributed to more clouds on the absorption images, which leads to an increase of
the overall detection noise. We therefore increased the total number of atoms in these experiments to 𝑁 ≈ 1700 to
maintain a good signal-to-noise ratio.

IV. DATA ANALYSIS

The precision gain in joint multiparameter estimation results from the correlations between measurement results of
the individual sensors. In harnessing these correlations, certain linear combinations of parameters play an important
role. In the case of symmetric splitting of an ideal spin-squeezed state into two sensors, these linear combinations are
𝜃+ and 𝜃− , which make optimal use of the correlations and also allow for an intuitive explanation of how the precision
is gained, as detailed in the main text. More formally, this is directly linked to a certain form of the covariance matrices
describing the individual measurement configurations. In the particular case considered here, i.e. configuration 1
without and configuration 2 with 𝜋 pulse applied to S2, respectively, the covariance matrices must have the form

Σ
(𝜇1 )
1 =

(
𝑣 𝑐

𝑐 𝑣

)
and Σ

(𝜇2 )
2 =

(
𝑣 −𝑐
−𝑐 𝑣

)
(S74)

with 𝑣 ≥ |𝑐 |. This is precisely the form obtained by symmetric splitting of an ideal spin squeezed state, see Eqs. (S10)
and (S11). In an experiment, however, finite statistics due to a finite number of measurements or different technical
noise in different configurations lead to deviations from this idealized scenario. In the experiment one is therefore
tasked to find an optimal estimator 𝜃𝑘 for the local parameter 𝜃𝑘 which is a linear combination of the local measurement
results of all configurations. The only constraint for this linear combination comes from the requirement that the
estimator is unbiased, i.e.

〈
𝜃𝑘

〉
= 𝜃𝑘 . This constraint can be formulated in general for the estimation of the parameter

combination n · θ as

n =
∑︁
𝜆

x𝜆, (S75)

where 𝜆 is the index of the measurement configuration and the 𝑀-dimensional vectors x𝜆 are the coefficients for the
local parameters in the configuration 𝜆. Note that the vectors x𝜆 do not need to be normalized, and their norm can be
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regarded as a weight for the respective configuration. The variance of this estimator is

Var(n · θ) =
∑︁
𝜆

x𝑇𝜆Σ𝜆x𝜆, (S76)

where Σ
(𝜇𝜆 )
𝜆

is 𝜇−1
𝜆

times the 𝑀 × 𝑀-dimensional sample covariance matrix of the 𝜇𝜆 measurement results obtained
in configuration 𝜆. If one is interested in the local parameter 𝜃𝑘 , one has to choose n as the 𝑘th standard basis vector.
In this general case we find the coefficient vectors x𝜆 for each local parameter numerically by minimizing Eq. (S76)
under the constraint in Eq. (S75).

Data analysis for 𝑀 = 2

In the case of 𝑀 = 2 sensors our experimental results are actually very close to the ideal symmetric case discussed

above. An analysis of the data in terms of 𝜃+ and 𝜃− as described in the main text corresponds to fixing x1 = 1
2

(
1
𝛼1

)
and x2 = 1

2

(
1

−𝛼1

)
for the estimation of 𝜃1, and x1 = 1

2

(
𝛼2
1

)
and x2 = 1

2

(
−𝛼2

1

)
for the estimation of 𝜃2, where 𝛼1 and 𝛼2

are numerically optimized and correspond to the weight in Eq. S18. For the dataset with 𝜃1 = 𝜃2 = 0, this results in a
quantum gain of -3.55(15) dB and -3.37(12) dB for 𝜃1 and 𝜃2. If instead we use the more general optimization strategy
described above, where the only constraint on x𝜆 is given by Eq. (S75), we obtain -3.63(17) dB and -3.47(11) dB for the
two local parameters. As expected, the more general optimization yields slightly better results. For all data presented
in the main paper we use the more general optimization strategy.

In the experiment presented in Fig. 3 of the main paper, we encode five different parameter values for 𝜃2. The whole
dataset contains 11200 measurements and was taken within 90 hours of measurement time. For each encoded 𝜃2, we
perform 𝜇 ≈ 2200 measurements, where we alternate between the two configurations (with or without the 𝜋 rotation
of S2). We analyze the data in blocks of 200 sequential measurements and obtain the variance and quantum gain of
each block. In addition, for each block 20 measurements of the Ramsey contrast 𝐶 are taken. The data presented in
the main text are the mean and standard error of these blocks. This way of grouping the data into blocks renders the
analysis robust against slow drifts of the experimental conditions. However, we want to emphasize that the subdivision
into blocks only affects the quantitative results slightly and does not change any of the qualitative statements made.

To obtain the histograms shown in Fig. 3D, we combine pairs of consecutive measurements in the two configurations
to obtain the local parameters using the nonlocal entanglement.

In the experiment presented in Fig. 4, we drive the splitting pulse for different durations to adjust the relative size of the
two sensor spins, and we take measurements with 𝑁1

𝑁
= 0.81, 0.71, 0.64, 0.52, 0.40. Together with the 𝜋 spin rotation,

we obtain a total of ten different configurations. For each of these datasets, we numerically determine the optimal linear
combination n · θ = cos(𝛼) 𝜃1 + sin(𝛼) 𝜃2 that maximizes the quantum gain. The SQL for independent atoms in this
scenario is (cos(𝛼) + sin(𝛼))2/𝑁 , see Eq. (S63). The quantum gain is then defined as 𝑁Var(n · θ)/(cos(𝛼) + sin(𝛼))2.

Data analysis for 𝑀 = 3

In the experiment with 𝑀 = 3 sensors, the distribution of atoms 𝑁𝑘 is not symmetrical, due to an inadvertent
miscalibration of a microwave pulse. For the joint estimation, we therefore only use the general optimization of the
local estimators, which can be applied for any distribution of 𝑁𝑘 . In total this dataset includes 1578 measurements,
where each of the four configurations was repeated approximately 400 times and it was taken within 13 hours. The stated
uncertainties on the variances are standard errors, which we calculate as relative errors 𝜎(Var)/Var =

√︁
2/(𝜇 − d.o.f.)

where 𝜇 is the number of measurements and d.o.f. are the degrees of freedom, i.e. the number of free parameters, used
for optimizing the variance. In the simplest case, d.o.f. = 1 accounts for the fact that the sample mean is estimated
from the sample. In our case of four configurations with three sensors, three out of the twelve coefficients in the x𝜆 are
fixed by the constraint in Eq. (S75) bringing the total to d.o.f. = 10. The contrasts for S1 and S2 are 𝐶1 = 0.95(1) and
𝐶2 = 0.90(1) and the contrast of S3 is estimated as 𝐶3 = 0.95, consistent with the other measurements.
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