
Storing Single Photons in
Broadband Vapor Cell Quantum

Memories
Inauguraldissertation

zur
Erlangung der Würde eines Doktors der Philosophie

vorgelegt der
Philosophisch-Naturwissenschaftlichen Fakultät

der Universität Basel

von

Gianni Carlo Buser

2023

Originaldokument gespeichert auf dem Dokumentenserver der Universität Basel
http://edoc.unibas.ch

This work is dedicated to the public domain via CC0
The complete text of the CC0 deed may be reviewed at

https://creativecommons.org/publicdomain/zero/1.0/

http://edoc.unibas.ch
https://creativecommons.org/publicdomain/zero/1.0/


Genehmigt von der Philosophisch-Naturwissenschaftlichen Fakultät
auf Antrag von
Erstbetreuer: Prof. Dr. Philipp Treutlein
Zweitbetreuer: Prof. Dr. Richard Warburton
externer Experte: Prof. Dr. Ofer Firstenberg

Basel, den 14. Dezember 2021

Prof. Dr. Marcel Mayor
Dekan



Abstract

Single photons are an essential resource for realizing quantum technologies. Together
with compatible quantum memories granting control over when a photon arrives,
they form a foundational component both of quantum communication and quantum
information processing. Quality solid-state single photon sources deliver on the high
bandwidths and rates required for scalable quantum technology, but require memories
that match these operational parameters. In this thesis, I report on quantum memories
based on electromagnetically induced transparency and built in warm rubidium vapor,
with such fast and high bandwidth interfaces in mind. I also present work on a heralded
single photon source based on parametric downconversion in an optical cavity, operated
in a bandwidth regime of a few 100s of megahertz. The systems are characterized on
their own and together in a functional interface. As the photon generation process is
spontaneous, the memory is implemented as a fully reactive device, capable of storing
and retrieving photons in response to an asynchronous external trigger.

The combined system is used to demonstrate the storage and retrieval of single
photons in and from the quantum memory. Using polarization selection rules in the
Zeeman substructure of the atoms, the read-out noise of the memory is considerably
reduced from what is common in ground-state storage schemes in warm vapor. Critically,
the quantum signature in the photon number statistics of the retrieved photons is
successfully maintained, proving that the emission from the memory is dominated by
single photons. We observe a retrieved single-photon state accuracy of g(2)c, ret = 0.177(23)

for short storage times, which remains g(2)c, ret < 0.5 throughout the memory lifetime
of 680(50) ns. The end-to-end efficiency of the memory interfaced with the photon
source is ηe2e = 1.1(2)%, which will be further improved in the future by optimizing
the operating regime. With its operation bandwidth of 370MHz, our system opens
up new possibilities for single-photon synchronization and local quantum networking
experiments at high repetition rates.
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Chapter 1

Introduction

Between my finger and my thumb
The squat pen rests; snug as a gun.

Seamus Heaney

Memories, at their core, are best thought of as enabling tools. They are building
blocks of network architecture, functioning as buffers and repeaters, and essential
components of computers in the form of working memories for fast access by a processor.
More fundamentally, and free from the context of computers, they are a means of
bestowing permanence to the ephemeral acting as non-volatile information storage.
This is true of physically classical memories, where types are so diverse and applications
so widespread that the technological aspect often becomes invisible – consider that a
piece of paper is a kind of memory – as well as of quantum memories. I will discuss
definitions and the limits of these comparisons in more detail later in this chapter; until
then let a memory be a tool that solves the problem of information being lost to its
user.1 Applying this framework to the context of quantum optics and single photons
specifically, I believe the ideal future aspiring memories should strive for is to become
simple, cheap, and ubiquitous additions to experiments in this realm. Preferably, to
be taken for granted as straightforward problem-solving devices, neither particularly
complicated nor practically inconvenient, perhaps about as demanding as home-built
diode lasers today.

While not precluding such uses, this picture of quantum memories as tools is not
to imply a focus on near-term technological applications in the wider world. Research
and tools go hand in hand, as so often it is not a lack of ideas but the missing
means to implement them that bottlenecks experimental results. Advances on the

1I’m treading carefully here due to the conservation of quantum information.
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1.1. The Landscape of Classical Memories

level of tools open the door to everything else. Theodor Hänsch, whose early work
includes developing narrow linewidth lasers [1], illustrates this point beautifully when
he continues characterizing his later work on frequency combs as revolving around
making tools in his Nobel lecture [2]. This backdrop of functionality is a recurring
theme in this introduction, and motivates both the discussion of figures of merit in
the context of the applications of quantum memories, as well as the analogies and
differentiation between them and their classical counterparts.

My focus will then narrow down to the main topics of interest in this thesis, solid-
state single photon sources and quantum memories for single photons. In chapter 2,
I will review the literature on memories and single photon sources to set the stage
for the following experimental chapters. In chapter 3, I will first describe initial
experiments with a simple memory, characterized with laser pulses, implemented in
the hyperfine split ground states of warm rubidium vapor. This experiment defines the
requirements of a compatible photon source, which is then designed to meet them. I
describe this process and present a characterization of photons generated by parametric
downconversion in chapter 4. Finally, in chapter 5, I detail experiments interfacing
this photon source with a refined memory scheme novel to this application. As a key
result, I report on the storage and retrieval of single photons in a warm vapor quantum
memory. The results constituting this thesis are also published in

1. J. Wolters, G. Buser, A. Horsley, L. Béguin, A. Jöckel, J.-P. Jahn, R. J. Warburton,
and P. Treutlein, Simple atomic quantum memory suitable for semiconductor
quantum dot single photons, Physical Review Letters 119, 060502 (2017).

2. R. Mottola, G. Buser, C. Müller, T. Kroh, A. Ahlrichs, S. Ramelow, O. Benson, P.
Treutlein, and J. Wolters, An efficient, tunable, and robust source of narrowband
photon pairs at the 87Rb D1 line, Optics Express 28, 3159 (2020).

3. G. Buser, R. Mottola, B. Cotting, J. Wolters, and P. Treutlein, Single-Photon
Storage in a Ground-State Vapor Cell Quantum Memory, PRX Quantum 3,
020349 (2022).

1.1 The Landscape of Classical Memories

Since the beginning of the information age the quest for ever better physical hardware
implementations of processors, memories, and interfaces has been ongoing. For proces-
sors, the overwhelming success of the silicon transistor has left little room for viable
competition in the preceding decades. This does not necessarily mean that the last word
has been spoken on that front. Success has hinged on Moore’s Law [3], an uncannily
successful prediction of the exponential growth of the number of components that can
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Chapter 1. Introduction

Figure 1.1: The memory hierarchy in a typical computer. As the gradient lightens
upwards the distance to the CPU increases, corresponding to longer access times
as well as more readily available storage space, typically limited by cost.

be fit on a chip, which is predicated on scaling and miniaturization. Manufacturing
has already gently touched upon the limit of single-atom devices [4], and modern
FinFETs in commercially produced devices are not much larger, nor is that the only
fundamental limit to consider [5]. It stands to reason that these racing improvements
will stop and room may emerge for technologies that offer more favorable fundamental
limits or other advantages, such as oft written off all-optical processors [6], or nascent
carbon-nanotube (CNT) devices [7, 8], assuming they can achieve competitive scaling
once the gap stops widening.

Dissimilarly for memories, even in the narrower, computer-oriented sense, this
search has resulted in a menagerie of specialized implementations. The needs of a
long-term data archive are sufficiently different from those of a supercomputer’s CPU
that, while both require some kind of memory, a panacea that perfectly satisfies the
quality criteria and budgets of both simultaneously seems fundamentally implausible.
In practice, the distinction usually boils down to a performance vs cost trade-off –
speed is expensive. Additionally, the permanence of the storage solution also plays an
important role, but is considered separately as historically it generally anti-correlates
with performance in terms of speed.

Even within a regular home or office computer this trade-off yields a memory
hierarchy [9], drawn schematically in figure 1.1. A small amount of the fastest and
most expensive memory, generally static random-access memory (SRAM) storing bits
in flip-flops, is used for the processor’s cache. The scales at play here are on the
order of hundreds of picoseconds access times, tens of megabytes of storage space, and
6–8 transistors required per bit [10]. One level down the hierarchy we find dynamic
random-access memory (DRAM), now pairing one transistor with one capacitor per
bit. The DRAM is still fast and holds a much larger amount of data close at hand
to feed up the chain to the processor. These types of memory are volatile, requiring
power to maintain their state, although not sufficiently volatile to avoid becoming
security hazards [11]. These are two more features to consider when discussing the
attributes of memories: upkeep costs and physical security. Random-access memory
development is open to new physical implementations, seeking higher memory densities,

3



1.1. The Landscape of Classical Memories

lower power consumption per read/write operation, and non-volatility even at RAM
speeds. Interesting modern approaches include anti-ferromagnetic magnetoelectric
[12] (AF-MERAM) and magnetoresistive [13] (AF-MRAM) random access memories,
the exploitation of anti-ferromagnetic order constituting the latest twist on older
magnetoresistive memory ideas [14]. Next down the memory hierarchy come the
local storage disks, where there is ongoing competition between faster solid-state flash
memory implementations and higher capacity per unit cost magnetic hard disks. Optical
discs also belong in this category, where yet another physical implementation of storage
underlies. Categorically important is that the information is still stored locally, whereas
the distinction between a drive inside the computer case and a disc on the bookshelf is
insignificant. Finally, on the last rung of the hierarchical ladder, there are the needs of
servers, archives, and cloud services to consider. For these information agglomerations
in remote locations, serving many people, the required capacities are growing huge:
the scale now approaches zettabytes [15]. Arguably, no current technology is truly
suitable to cover this need, and research into new alternatives, for example storage
in fused silica [16], is ongoing. So as not to conflate this hierarchy with a general
quality measure, and to return the discussion to tools with a purpose, consider that
the volatility of SRAM memories would be burdensome, the speed would be useless,
and the cost would be stupefying for the goal of archiving data.

Finer resolutions could be applied to this overview. There are interesting historical
memory implementations, many more in development, as well as numerous specific
measures to use as proxies for theoretical best performances when comparing different
physical implementations. From among these proxies the physical density of bits is
often cited, as it has implications for access times once the limiting factor becomes
how far the information carriers must travel, as well as for the device size required for
mass storage. Some more implementations in development include spintronic research
into using magnetic domain walls in nanowires to store information [17], carbon-based
devices that use the relative positions (near, far) of CNT pairs and the associated
resistance (low, high) across them as bits [18], and a nearly endless list of devices with
ever more esoteric advantages. For those enamored with the natural, an excursion
into the realms of DNA memory [19] might also be worthwhile. Fortunately, such
comprehensive granularity is not required to conclude that the field of classical memories
is diverse, specialized, and highly active.

This final point allows us to predict something concrete about the future of quantum
memories. As tools, classical memories have gotten ever more adapted to specific,
narrow purposes. “Going quantum” does not remove trade-offs from the equation.
Indeed, we are currently in the teething phase, where there are many more trade-
offs in basic functionality to consider. Even when these are overcome, I believe that
the maturity of quantum memory technology will be signaled by a wide variety of

4



Chapter 1. Introduction

implementations, and not by a monolith. This motivates a detailed look at a broad
spectrum of figures of merit in section 1.2. First, however, let us get more specific with
definitions and the distinctions to be made between classical and quantum memories.

1.2 Definitions and Distinctions: Enter the Quantum

Conceptually, although not in name, the bit appeared in thermodynamic literature [20]
some twenty years before Shannon’s seminal work in 1948 [21] considered the founding
of information theory [22]. The link was made explicit by his naming the measure of
information contained in a random variable X its entropy. For a discrete probability
distribution p1, ..., pn the Shannon entropy in bits is defined as,

H(X) = −
∑
x

px log2 px. (1.1)

Computers have habituated us to quantifying data in bits, and their information content
is reasonably tangible. The bit’s two states can be thought of as true and false, encoding
the answers to logical propositions. Human-readable representations of information,
like text, generally use an alphabet with more than two symbols, or may even come in
analog form, like speech, which can be thought of as the large alphabet limit. Indeed
the choice of the bit is not uniquely suited up to a change of logarithmic basis, and
the sensible choice is the number of symbols in the alphabet of the representation of
the information. The most natural choice of alphabet for physical encoding varies
with the degrees of freedom of the system used to represent the information, bit for
two, trit for three, quadrit for four, and so on. Physical signals can also be modeled
as continuous variables. This requires information measures with slightly different
definitions but analogous purposes and the same names [23]. When adjusting for the
implementation in this way, the entropy directly accounts for the physical resources
required for an optimal encoding.2 Usually longer alphabets imply more complicated
devices, up to human-level complexity for logographic scripts with thousands of symbols,
so while classical [25] and quantum mechanical [26] implementations of ternary logic are
physically studied, larger ones are rarer and the common workhorse is two dimensional.

Analogously a quantum system with 2 orthogonal states linked by a uniquely
addressable transition can be considered the physical implementation of a qubit. A

2Optimal meaning no information is lost and no resources are wasted. Perfectly compressed. The
issue arises as using a biased random variable as an alphabet reduces the information content per
symbol. Consider, for example, that excluding loanwords the letter q is always followed by u in English
writing, causing encoding redundancy. Shannon himself investigated the redundancy of printed English
in some detail [24] – naturally results vary with text-type, and exact values are impossible to state
generally, but 54% appears to be a reasonable lower bound.

5



1.2. Definitions and Distinctions: Enter the Quantum

pure state of this system can always be written as,

|Ψ〉 = α |0〉+ β |1〉 , (1.2)

where |0〉 and |1〉 are our free choice of orthonormal basis states, and α and β are the
corresponding probability amplitudes. When describing an ensemble in a mixture of
states |Ψi〉 with probabilities pi, or just for the sake of generality even when the state
is pure, we can describe it with the density matrix,

ρ =
∑
i

pi |Ψi〉 〈Ψi| . (1.3)

How does this object compare to a classical bit? At a glance, it appears to contain
an arbitrarily large amount of information. After all, the coefficients in equation 1.2
are complex numbers and anything could have been encoded into the digits of those
coefficients. It turns out however, that the information accessible through measurement
is limited by Holevo’s bound [27] to a maximum of one bit, although it is possible to
access less. Indeed, this possibility is to be expected, as there is no measurement that
reliably distinguishes non-orthogonal quantum states [28]. There are two further aspects
of the qubit that distinguish it from a classical bit right away. First, superposition states
are allowed, which also implies that there is the meaningful possibility of measuring in
multiple bases. Second, there is the effect that a measurement changes the qubit state,
rather than just changing our knowledge about the state. The property that will allow
us to do more with quantum states than is possible classically is called entanglement
and has to do with the correlations supported between systems, but it should also be
stated right away that this property alone does not exclude efficient classical simulation
of the system [29].

Traditionally, there is a class of states treated as “free” in quantum information
theory [30]. These states, called the separable states, take the form

ρ =
∑
k

pkρ
k
1 ⊗ ...⊗ ρkN (1.4)

for N subsystems or parties, with states ρi acting on the Hilbert space Hi (i = 1...N),
and the full density matrix acting on H = H1 ⊗ ... ⊗ Hn. Even if the parties are
spatially separated from one another, these states can be created by protocols called
local operations and classical communication, or LOCC. Classical communication is
self explanatory practically, and even its theoretical abstraction of the exchange of bits
comes naturally today. The local operations refer to arbitrary measurements, rotations,
and interactions done by one party on their own subsystem. In practice, it may of
course turn out that these local operations are difficult to realize, however, nothing
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Chapter 1. Introduction

therein will defy a classical worldview. This observation corresponds to two possible
definitions of entanglement. The first and most famous definition is that entangled
states are not mixtures of product states – they are not separable. Irritatingly, this
definition is negative and thus says nothing about what entangled states actually are.
An alternative is to define an entangled state as a useful resource for completing a
non-classical task [31]. This definition is more modern and somewhat obscurer than
the former, as it was only shown in 2006 that truly any quantum correlations give an
information-processing advantage over classical correlations [32]. Nevertheless, when
viewed as a resource, the question of how much entanglement there is arises naturally,
and our positive definition offers no more immediate guidance on that matter than its
negative counterpart.

The quantum equivalent to the Shannon entropy is called the von Neuman entropy,
defined for a state ρ as

S(ρ) = − tr(ρ log2 ρ). (1.5)

Taking for granted that the non-classical correlations within this state are what interest
us, how are these quantified? There are many options. Considering the case of a pure
state with only two subsystems of interest A and B, i.e. a bipartite pure state, we can
use the mutual information,

I(A;B) = S(ρA) + S(ρB)− S(ρAB). (1.6)

Here ρA is constructed from the full state ρAB via a partial trace overB and vice versa. It
can be shown via a Schmidt decomposition of ρ that this reduces to I(A;B) = 2S(ρA)

[28], so, in fact, the entropy can be used directly as an entanglement measure for
bipartite pure states. For mixed states of small systems, there is also a sufficient
separability criterion involving the partial transpose of ρ [33]. In general, however,
the question of whether a large arbitrary density matrix describes an entangled state
is NP-hard [34], and so tailored inequalities excluding all separable states and some
amount of entangled states called witnesses [35] are usually used to detect entanglement
for large systems in practice. That said, for theoretical purposes, any positive real
function of a state which is zero if the state is separable and does not increase under
LOCC may serve as a measure of entanglement. For a survey of these measures and
their applications see [36].

1.2.1 Storing Quantum Information

We have identified entanglement as the secret sauce in qubits that makes performing
non-classical tasks possible, and we will revisit the nature and value of these tasks in
section 2.3. The potential presence of such a property already hints at the fact that
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1.2. Definitions and Distinctions: Enter the Quantum

unconventional means of storage will be required to preserve quantum information.
The restrictions begin with a famous no-go theorem of quantum physics: the no-cloning
theorem. It states that an unknown quantum state cannot be perfectly duplicated [37].
In particular, there exists no unitary operator that can perform the transformation
|Ψ〉 |0〉 7→ |Ψ〉 |Ψ〉. This rules out many classical techniques and applications. The
conventional notion of a backup is impossible, and we cannot seek safety in numbers
when the risk of errors is high. Even without invoking the specter of some catastrophic
failure causing data loss, a classical computer routinely protects bits through error
correction. The simplest picture3 of this is as follows: for a logical bit of information
b ∈ {0, 1}, instead of storing b in only one physical bit, a computer stores three copies,
bbb, in three physical bits. Then, when reading out the bit, the logical bit is taken to
be the most common value in bbb. This protects the bit with certainty from one bit-flip
error. This simple scheme is not possible for qubits, and although alternative means of
correcting errors and achieving fault tolerance are an active and promising theoretical
field they have proven to be experimentally challenging [38].

This realization must temper our ambitions. We cannot hope for a quantum copy-
and-paste, the best we can do is a quantum cut-and-paste. This may raise the question
of whether a quantum memory is useful at all. Fortunately it is simple to quell doubts
of this kind, but we must first get more concrete about the physical implementations
of qubits and their limitations. To be viable for quantum computation, the physical
implementation of a qubit should fulfill a list of minimal criteria, 5 general ones plus
2 for the viability of networking: the DiVincenzo criteria [39]. For most applications
of quantum communication, such as quantum cryptography, the list is far shorter –
it must be possible to accurately transmit qubits between distant locations. In other
words, qubits that can move around, so called flying qubits, are required. While using
electrons [40] or even phonons [41, 42] for this purpose is by no means unthinkable,
photons are so uniquely well suited to the task due to their speed, limited interactions
with the environment, and with one another that the discussion of using something else
is generally motivated by its value as a stationary qubit implementation. Photons are
the natural choice for transmission [43], and also have the potential to be the medium
for computation via a variety of schemes [44, 45, 46, 47]. Reflecting, once again, on
the classical computing and communication paradigms that have asserted themselves,
it also seems overwhelmingly likely that even if a different physical system is used
for computation, light will nevertheless be relied on for communication. Quantum
SWAP gates between photons and different physical qubit implementations already
exist [48, 49]. Moreover, telecom photons traveling through fibers set a high bar for the
quality of novel transmission channels for another kind of flying qubit, and conveniently

3In practice, error correction algorithms are significantly more sophisticated than this.
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the large-scale infrastructure of fiber communication often already exists.
This leads us directly to the needs addressed by quantum memories. Qubits that

constantly fly around at the speed of light are great for transmission, but what happens
when they arrive? Chances are they will need to be stopped. This is an immediate
use scenario of a quantum memory, a temporary cache for quantum information that
would otherwise be lost, either due to the qubits literally flying away or due to fast
decoherence in some other computational qubit. Such a cache is necessary not just
for transmissions, but also to synchronize local probabilistic processes, including some
photon sources and quantum gates [50]. Further, as no-cloning forbids amplification of
qubit signals in the regular sense, quantum repeater protocols are required to transmit
information over lossy channels, loss being inherent to transmission over long distances.
These, in turn, typically rely on quantum memories [51, 52]. All these things are the
building blocks that constitute the more intrinsically enticing and flashy vision of a
quantum internet4 [53, 54].

1.2.2 Figures of Merit

Before we focus in on implementations of quantum memories for photons we must
establish measures by which to evaluate the quality of memories. Most of these figures
of merit are agnostic towards the physical implementation, or at least have analogues
applying to all kinds of memories, including classical ones. These measures will allow
us to compare memories, and establish thresholds that must be surpassed for a memory
to improve upon the situation without a memory. Some vary in their importance with
the target application, and some are specific to memories for photons. As this is an
area where a common language is vital, I have stuck to the definitions laid out in [55]
where possible, while also discussing a handful of common deviations.

Fidelity

The fidelity of a memory measures how closely what is read out matches what was
read in. For quantum memories it is given by the state overlap between the input and
output states,

F = |〈Ψin|Ψout〉|. (1.7)

For mixed states it takes the form [56],

F = tr

(√√
ρinρout

√
ρin

)
. (1.8)

4For the reader seeking concrete information on the why of it all I refer to section 2.3 for a brief
overview of the applications of quantum information, ceding that practical results may not always be
why people do things.
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Sensibly, the fidelity is symmetric. In the context of unambiguous state discrimination
the fidelity is usually defined as the square of these equations [55]. Note that the
question of whether the input and output of a memory are the same applies to truly
any kind of storage, from the notoriously low fidelity memory facilitated by neurons
to the stone tablet that conceivably retains its fidelity until language itself changes.5
When there is a chance that no information is retrieved from the memory at all, the
fidelity can be conditioned on the success of the read-out to distinguish the chance of a
complete failure from the quality degradation induced by successful memory operation.
In this case, it is appropriate to refer to the conditional fidelity. These figures are
related by the efficiency, F = ηFcond. Fidelity is also a useful measure for evaluating
the performance of conversions and unitary gate operations represented by an operator
U generally. In such cases it is appropriate to define F = |〈Ψtarget|Ψout〉|, where
|Ψtarget〉 = U |Ψin〉 is the target state of the operation. The usual understanding of a
memory would then require U = 1, although it is conceivable that e.g. a rotation or
other simple transformation of the output is desirable, or at least easily reversed given
that it is known about. In such scenarios, stating a memory fidelity with reference to a
|Ψtarget〉 is completely appropriate.

Efficiency

The efficiency of a memory is a useful figure of merit when there is a chance of failure
in the retrieval. It facilitates making the distinction between recalling something
imperfectly (a fidelity problem) and not recalling anything at all. Particularly for the
storage of single photons this is a valuable measure as it is always calculable, even from
a simple arrival time histogram. In that case it takes the form,

ηmem =
Nout −Nnoise

ηdetNin
, (1.9)

where N represents the number of photons counted. Often photon memories emit
some light upon a read-out attempt even when they are empty. To correct for this
effect, a memory characterization without input can be performed, after which the
produced number of noise photons Nnoise therein can be subtracted from the counted
output during normal operation to yield the real number of retrieved photons. As a
measure to characterize only the memory, it is appropriate to correct experimentally

5There are some famous examples of lost languages and alphabets being rediscovered from deciphering
the contents of these kinds of memories, from Egyptian scripts by means of the Rosetta stone, to
cuneiform found on Mesopotamian clay tablets, as well as a few memories that seem to have truly
outlived their encoding, like the fragmented Linear A tablets that once served the early Minoan
civilization. These are of course also some of the most extreme examples of memories with long
retention times (see below).
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measured values for the efficiencies of the detector, represented by the labeled ηdet in
the denominator. Moreover, the source may not be perfect either, and the number of
actually input photons may differ from the number of attempts by a source efficiency,
i.e. Nin = ηsourceNattempt.

In theoretical descriptions of memories the success probabilities of read-in and
read-out are typically treated separately, therefore the definition of equation 1.9 also
takes the name total efficiency. As the efficiency inevitably is a function of the storage
time, it is often extrapolated to the limit of zero storage time with the time dependence
reported separately (see lifetime). When inefficiencies are due to losses of a known
technical nature, these must be accounted for when comparing to theory so as to
accurately reflect the physical interaction. The value corrected for such losses is then
called the internal efficiency – conceptually it is the efficiency of the storage process
itself. To contrast, or for emphasis that no such correction was made, our definition
can then be referred to as the external efficiency or the end-to-end efficiency. Without
qualifier I will generally use the word only to refer to the latter. Corrections of this kind
have the potential to be valuable comparative aids between implementations. That
said, care must be taken to distinguish between sources of losses – losses describable
as “technical” may be due to filtering of the output for noise, or cavity enhancement
of the memory interaction, and therefore are not necessarily avoidable through better
coating of optics or other technical solutions. In any real use case, the only interesting
efficiency is the external one.

Lifetime or Retention Time

Memory lifetime measures how long stored information remains retrievable. This
measure is an admission that no memory can defeat the second law of thermodynamics;
eventually all things must end. Save for the existential kind, there is no need for melan-
choly at this realization. If a memory is a tool the real question is whether it is useful,
and here the relevant comparison is not eternity but how long the information would
persist without the memory, or how long it must persist for an application to function.
For quantum memories this is usually equated to the coherence time of the storage
state τc, but in practice exact definitions vary and are often adapted to the process
by which the information is lost, of which there are many [57]. Practical measures,
like the time it takes for another figure of merit most interesting to the conceived
application to degrade, are usually the values actually determined experimentally. This
could mean the time it takes for the fidelity or the efficiency to fall below a fractional
threshold of its starting value (commonly 1/e). Alternatively how long after storing the
memory still provides added value in its application can be specified, e.g. how long an
entanglement measure between distant parties is improved by a memory in a quantum
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repeater protocol [58]. This application minded definition may seem a little strange,
but memory lifetime is always a highly contextual figure of merit – to decide whether
a lifetime is good it needs to be compared either to the speed of local operations if
used locally, or to the network latency, that is the communication time between nodes,
when used in the context of long-distance communication. A measure which is more
comparable between different photon storage implementations is the fractional delay.
This is the ratio of the achieved storage time and the temporal width of the stored
signal.

Compatibility: Wavelength and Bandwidth

It may seem like a trivial observation, but memories have to be compatible with what
is to be stored in them. This consideration is relevant on the physical level, the correct
voltages need to be applied to flash memories, the correct magnetic fields to hard
disks and so on. For photon memories the parameters of interest are the wavelength
and bandwidth of the photons to be stored, which must be matched by the memory’s
storage transition. First and foremost, the matching of these parameters is important,
as otherwise the memory will not work at all. Simultaneously, high bandwidth is
intrinsically desirable as it determines the operation speed, or more concretely the
maximum possible repetition rates. In synchronization applications specifically, where
memories are used to enhance the coincidence rates of probabilistic photon sources
or gate operations (see section 2.3.3), it is the product of the memory’s lifetime and
acceptance bandwidth, the time-bandwidth product, scaled by the memory efficiency,
that determines the maximal rate enhancement factor [59]. The time-bandwidth
product is also a bound on the number of logical operations a quantum processor
using the memory could maximally perform [60]. For the application of long-distance
quantum communication, fiber losses must be considered as well, placing the optimal
wavelengths in the telecom-bands (1550 nm for minimal losses, around 1300 nm for
minimal dispersion). If need be, the latter point can also be addressed with frequency
conversion, which is rapidly becoming a well established resource [61] with external
conversion efficiencies of 57% reported in state-of-the-art experiments [62].

Mode Capacity

In the storage of light, mode capacity can refer to several things. The modes can be
literal, for example multiple spatial modes can be stored at once in atomic ensembles in
what is called a quantum hologram [63]. This topic involves a great deal of interesting
atomic physics dealing with diffusion and motion-induced diffraction [64]. The term
also has meaning for memories designed to store subsequently arriving photons. Here
the modes are temporal – the photons are distinguishable by when they are read in, but
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otherwise identical. More simply put, in this latter sense this figure of merit answers
the question of how many photons can be stored before some must be read out. In the
context of long-distance quantum communication this capability eliminates the need
to wait for the first photon to propagate to its target and for information to propagate
back before the next photon is sent, thus increasing the rates. The alternative for
single-mode memories is just to build more of them. To obscure the banality and
brute-force nature of this solution, this plan is sometimes given the elaborate name
spatial multiplexing, but this is not to say that the idea is bad. Indeed it is exceedingly
rare for any kind of information technology to rely on higher dimensionality over
duplicate elements, and if the memories are sufficiently cheap and simple, and useful
enough to justify the investment, then history suggests engineering will eventually
make this approach the most viable.

Practical Measures of Noise and Output Photon Quality

For the storage of single photons or single-photon level coherent pulses the fidelity
defined above is not directly evaluable. Instead, simpler and more specific measures
that can be extracted from sets of storage and retrieval attempts can be used. Due
to their significance to the experiments in this thesis I also include them here. The
simplest of these proxy measures is the signal-to-noise ratio. Experiments are run with
and without an input and the emitted numbers of photons are counted and compared:

SNR =
Nout −Nnoise

Nnoise
. (1.10)

Generally the storage time is fixed for this kind of characterization, and the photons
are counted within a window where the read-out is actually attempted. It is usually
legitimate to widen or narrow this window as desired if consistency is maintained across
all figures of merit calculated, for example if the end of the read-out contains much
more noise than the beginning. In a practical application this kind of time-gating can
be implemented on a hardware level. A similar parameter named the read-out noise
floor, or µ1, is the number of input photons for which the output signal-to-noise ratio
is one. If we were characterizing the memory with a perfect single photon input this is
simply the inverse of the signal-to-noise ratio, but this is typically not the case. The
noise floor parameter corrects for these source imperfections. For comparison between
implementations µ1 can be made independent of other figures by giving it as the ratio
of the number of noise photons detected per retrieval attempt to the internal efficiency
at zero storage time.

These measures concern the amount of noise, but not all noise is created equal. A
property that quantifies the solitude of a single photon is a statistical measure called

13



1.2. Definitions and Distinctions: Enter the Quantum

Figure 1.2: To access the statistical nature of photons interference experiments
must be performed. To determine the indistinguishability by Hong-Ou-Mandel
interference the output of the memory is split on a 50:50 beam splitter BS1, and
coupled to fibers, where one path is considerably longer than the other to serve as
a delay. Once a photon has been stored and read out, a second photon is stored
for a time equal to the fiber delay. If the first photon took the long fiber to the
detectors, and the second photon takes the short one, then both will arrive at the
second 50:50 beam splitter BS2 at the same time. Coincidences in the clicks of the
two photon counting detectors, D1 and D2, will then yield insight into the photons
behavior at the beam splitter. To determine the autocorrelation the first beam
splitter and long fiber arm are omitted.

the autocorrelation. It represents the relative probability of multi-photon emission over
time. An even more stringent measure is the indistinguishability between photons, an
experimentalist’s practical counterpart to the fidelity. Figure 1.2 illustrates how these
properties can be measured with the Hanbury Brown and Twiss effect and Hong-Ou-
Mandel interference respectively. For a single mode field the measured autocorrelation
can now be defined as a ratio of photon detection probabilities [65],

g(2) =
p(D1 ∧ D2)

p(D1)p(D2)
. (1.11)

This formulation with detection probabilities can be converted to terms of field operators
for theory, or estimated by measured photon detection rates. Let us consider some
edge cases. If a photon is truly single, then it’s impossible for both detectors to detect
it and the numerator is zero resulting in g(2) = 0. This effect is called antibunching and
the resulting statistics are called sub-Poissonian. Coherent light sources emit photons
independently of one another, which results in independent detection probabilities of
the detectors yielding g(2) = 1. This is the case of Poissonian statistics. Photons from
thermal sources bunch, meaning that they are preferentially emitted together. This
allows for higher values of g(2), up to 2 for classical light, bounded by a Cauchy-Schwartz
inequality [66]. (A more precise analysis is deferred to chapter 4.)

Hong-Ou-Mandel interference [67] can be used to determine the indistinguishability
of photons. This is a relative measure, so it cannot be determined by the storage and
retrieval of individual photons alone. If two indistinguishable photons are in the modes
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a and b when they interfere on the second beam splitter shown in figure 1.2, then they
will both end up exiting together, either in mode c or in mode d. Symbolically this
can be written with (mode occupation) number states as

|1, 1〉ab →
|2, 0〉cd − |0, 2〉cd√

2
. (1.12)

The cross-correlation between the detectors measuring photons in the modes c and d

can then be calculated to yield a coincidence probability pcoin, which relates to the
indistinguishability or HOM visibility V as

pcoin =
1− V
2

. (1.13)

If the mode overlap can be treated as perfect, the visibility as solely impacted by
the photon number, and the beam splitter inputs as symmetrical, then the relation
between the visibility and autocorrelation is well approximated by V =

(
1 + g(2)

)−1 [68].
This estimate reveals the fairly intuitive classical limit of V = 50% corresponding to
coherent light. To describe the real situations of arbitrary input fields and linear optical
gates the indistinguishability can be modeled using the photons’ spectral properties
[69, 70]. Two kinds of indistinguishability are interesting here, on the one hand the
indistinguishability of a photon emitted by a source directly and one that is stored, as
well as the indistinguishability of two photons subsequently stored in the memory. The
first is a relevant measure if the properties of the photon to be stored are particularly
important, but the second is sufficient if memories are used to synchronize sources.
More on this in section 2.3.3.
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Chapter 2

Review of Memories for Light
and Single Photon Sources

If philosophy is a form of magic, then physics is a necromancy.

Eugene Thacker

Having laid the ground work for evaluating the quality of memories we can now
survey and compare implementations meaningfully. This chapter covers a variety of
memories, starting with some basic reference points that are memories by our first
definition – tools that solve the problem of information being lost to its user – but lack
some typically desirable features. Then the focus falls on multi-level atomic systems
storing light in matter. Such systems are intensively investigated in the context of
the quantum science concerned with light-matter interaction generally, and for the
storage of single photons in particular. I have organized the discussion by different
memory schemes, but the figures of merit also vary prominently with the physical
system used to implement them. To avoid too much repetition in the overview of
protocols I have associated the discussion of different physical systems with specific
schemes. Rare-earth ion doped crystals mainly feature in the section on echo protocols,
whereas alkali atoms feature prominently thereafter, particularly in the section on
electromagnetically induced transparency. This is a practical simplification, and I
have included a few diverse examples in each section so as not to give too one-sided
an impression of the research. In order to discuss the realization of interfaces in any
depth, it is also necessary to understand the sources of the single photons. These are
reviewed next, again beginning with figures of merit in section 2.2. Finally, I close the
discussion with the envisioned applications in quantum communication and information
processing and a brief look at their realizations so far.

17



2.1. Review of Memories for Light

2.1 Review of Memories for Light

Light’s fast propagation and weak interactions, so useful in the transmission of infor-
mation, are a double edged sword when information encoded in light is to be kept in
place. Although not strictly necessary to constitute a memory, the properties of light
are so extreme in this regard that the typical approach is to convert the light to an
excitation in matter which is more inherently stationary. The simplest example is a
two-level system connected by an electric dipole transition with which the light to be
stored is resonant. Let us begin with the two-level system in the ground state, call it
|g〉, and an incident photon. When the photon is absorbed, the two-level system ends
up in the excited state, |e〉. For the lifetime of the excited state we can consider the
photon to be stored. Unfortunately, by time-reversal symmetry, spontaneous emission
retrieves this photon just as quickly as it was absorbed, and we lack any authority
over the matter. What we require is control over the manner in which the photon is
absorbed and emitted. Before we delve into how this control is established however, let
us first examine the premise that a mapping to a state in matter is required to preserve
the information contained in the light.

2.1.1 Delay Lines

If it is known in advance when a photon will arrive and when it will be needed, then
it is generally much easier to delay it by that amount of time than it is to write it
into a medium and read it out on demand. The photon is allowed to propagate locally
for a fixed distance L, either in free space or in a medium, delaying it by τ = L

c or
τ = nL

c respectively, where c is the speed of light and n is the refractive index of the
medium. Propagation in free space or fibers provides this delay, but because the speed
of light is high, long delays require long distances. Here exponentially scaling losses
begin playing an important role. Let us examine the fiber based scenario more closely
to get our bearings. Assuming a refractive index of nf = 1.5 for a glass fiber, we are
able to get a 5 µs km−1 delay by coupling our signal into it, a process that will also
involve some loss before any delay has been achieved. Inside the fiber, propagation
losses are dominated by Rayleigh scattering in the visible [71], and absorption from
lines in silica itself starting towards the end of the near infrared [72]. The magnitude
of losses varies widely with wavelength, with a minimum generally occurring for light
in the telecom C band. An overview of common values and records can be found in
[73]. Losses are usually given as the (decibel) attenuation of the intensity per distance
L, with aL = 10 log10

(
Iin
Iout

)
. This translates into percentile efficiency as η = 10−aL/10.

Dispersion, especially relevant for ultrashort pulses, places upper bounds on the fidelity
of this delay. Indeed, a delay of this kind can be analyzed exactly like a memory, the
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Figure 2.1: A scheme to delay a photon or light pulse by an integer factor of
the single loop round-trip time. A Pockels cell acting as a fast polarization switch
effectively turns a polarizing beam splitter into a variable delay line.

only caveat being the fixed nature of the storage time. The delay can be increased
more artfully, and possibly more efficiently, by using a medium that slows down the
group velocity of the light [74]. This can be done, for instance, with electromagnetically
induced transparency in atomic vapors, which can provide large fractional delays
(delays of many optical pulse widths) for very short pulses with little distortion [75].
This gets straight into the same physical realm we will encounter again when the light
is to be stored in the medium, rather than just slowed by it, so I will elaborate on it
further in section 2.1.4.

It is technically simple to extend the hold time achieved by a delay line by an integer
factor through looping it. The storage and manipulation of streams of optical pulses in
loops has been investigated and found to be feasible since the early ’90s [76, 77]. For a
simple example of how light can be trapped in and retrieved from a loop, consider the
scheme drawn in figure 2.1. Light is initially horizontally polarized and transmitted
through a polarizing beam splitter. The light is allowed to propagate for some distance,
or is additionally delayed by any desired method, before looping back around after the
single loop round-trip time τ . Before it impinges on the beam splitter a second time,
a voltage pulse is applied to a Pockels cell to rotate the light’s polarization into the
vertical. This causes it to be reflected at the beam splitter, which keeps it in the loop.
After N round-trips the Pockels cell is pulsed again to rotate the polarization once more,
now back to the horizontal, and the light exits the loop at the second beam splitter port
having been delayed by Nτ . A scheme like this is a sufficient memory, for instance, to
synchronize pulsed spontaneous photon sources as implemented by Kaneda et al. [78],
and is thus (correctly) called a memory therein without any mapping to matter having
occurred. An optical loop has also been interfaced with an atomic photon source to
enable the heralding and manipulation of a chain of subsequently emitted photons
[79]. We will return to synchronization applications in section 2.3.3. Simple expansions
and alternative electro-optic modulations are also possible, for example to delay not
just a photon initially horizontally polarized but one of arbitrary polarization acting
as a polarization qubit [80]. Cavities with switchable mirror separations are another
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method to control the input and output of a delay line [81].

2.1.2 Optimal Cloning

Back in section 1.2.1 I noted that an unknown quantum state cannot be perfectly
duplicated. Indeed, this is the underlying reason quantum cryptography can provide
physical security against eavesdroppers in the first place [82]. It does, however, also
beg the question of whether at least a reasonable copy can be made. Answering
in the affirmative, optimal cloning devices were described first for single discrete
states [83] then generalized to copying N systems to M systems [84]. Upper bounds
on the fidelity of these processes were found based on foundational concepts like
forbidding faster-than-light signaling to enforce consistency with relativity [85] or
limits on measurement1 [86], and the fidelity of the optimal processes was found to be
bounded by F ≤ 2M+1

3M . Experimentally, cloning machines for single photons realizing
the mapping 1 → 2 through spontaneous parametric downconversion [87] and back-to-
back results achieving the cloning by exploiting photon bunching on a beam splitter
[88, 89] have all reached fidelities very near the optimal F = 5

6 . Continuous variable
states, e.g. coherent states of light, have also been investigated [90]. In this case the
upper bound on the fidelity is F ≤ M

2M−1 for M copies of one state [91]. Since the first
descriptions and implementations, concrete proposals have been made for larger scale
optimal cloning. These include, for example, one scheme to amplify photons to levels
detectable by eye while preserving some of their correlations [92].

Compared to memory schemes, quantum cloning is easily implemented; beam
splitters and parametric amplifiers are enough to clone optimally [93]. Together with
variable delays as described above, they set thresholds in the figures of merit for
state-mapping memories to beat to prove that they are worthwhile. This is more than
an idle classification exercise too, as cloning machines are tools we must assume an
eavesdropper or untrustworthy party in a quantum communication protocol has access
too. This means these bounds directly relate to the practical security of these protocols.

2.1.3 Approaches to Optical Depth

Baselines established, we can now turn to schemes designed to convert a photon into an
excitation in matter in a reversible way. First and foremost there is the general question
of how to achieve sufficiently strong coupling between light and matter, effectively high
optical depths, so that storage can principally be efficient. Practically, there is some
variation in approaches, but a single three-level atom in free space generally does not
couple strongly enough to an incident photon for reliable storage. Some improvement

1In this context quantum cloning machines can be interpreted as devices that translate quantum
information into classical information.
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has been shown to be possible with tight focusing, and nearly 10% absorption of a
probe by a single atom in free space has been reported [94]. The idea of this confocal
microscope approach is to overlap the incoming optical mode with that of the atom’s
spontaneous emission. The results are better than predicted by simple models [95],
but accurately reproduced when the high power lens is treated without too many
simplifying assumptions, particularly with regards to the influence of the lens on the
light’s polarization [96]. Unfortunately, obtaining diffraction limited performance for
such tight foci and placing the lenses sufficiently precisely has proven to be no less
challenging technically than long established cavity based approaches, and the full
theoretical pay-offs of near unity absorption without cavity associated losses [97] have
so far remained theoretical. Thus, for now at least, the main approaches for increasing
the coupling remain placing atoms in high finesse cavities, using ensembles of atoms,
or combinations of the two.

As cavities are a great aid in establishing quantum control over light and matter,
cavity-based quantum electrodynamics (cQED) was fertile ground for exciting proposals
and experiments early on. Note also that the theoretical description of a single optical
mode in a cavity is considerably simpler than treating the continuum of radiation
modes in free space [98]. By the turn of the millennium, experimental demonstrations
included entanglement generation for up to three parties, phase gating, and absorption-
free photon detection [99]. One of the earliest proposals for quantum state transfer
and entanglement distribution in a quantum network relied on states coupled by a
Raman transition in cavities [100]. Implementations for weak coherent states [101]
and polarization qubits based on them [102] were forthcoming in the following decade,
then scaled to elementary links with single photons in 2012 [103]. Indeed, I think
the experiment by Ritter et al. [103] is a good example as it typifies some features
of memories using single cold atoms in cavities. There are two nodes, A and B,
consisting of single atoms in cavities. At node A some quantum state is encoded in
the atom using its Zeeman levels. Then this state is mapped to the polarization of a
photon, which is sent over to B where it is mapped back to an atom recreating the state
originally encoded at A. The fidelity is very close to unity and the principally achievable
efficiency is reasonable, although in practice some of it is deliberately traded-off to
minimize noise. On the other hand, the bandwidth is just a few MHz and impossible to
increase without sacrificing the performance due to the required cavity finesse, which
is given as 6× 104. Due to the preparation involved in optically pumping and cooling
the atom, the maximum possible repetition rate without including a storage time is
10 kHz. The protocol works really well because the control over the interaction is
extraordinarily good, but the apparatus is necessarily slow and complex. The latter
remark is not criticism, but it places the use case of networks made with such nodes
in fundamental research, where the control, efficiency, and fidelity must be maximal
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to properly investigate emergent phenomenon like quantum phase transitions of light
[104] and the percolation of entanglement [105]. This is explicitly also the conclusion
of Ritter et al. as these are their examples.

What about memories aiming to function not as tools for fundamental research, but
in the more applied sense, like to enable quantum communication or other applications
discussed in section 2.3? Lower finesse cavities which limit the bandwidth far less can
be extremely useful when the optical depth of the medium cannot easily be enhanced
by other means, such as in the case of rare-earth ion doped crystals. When the cavity
and medium are impedance-matched [106, 107], meaning that the absorption by the
medium per round-trip equals the transmission of the coupling mirror, then the signal
can be absorbed completely even if the storage medium only has an optical depth of
order unity. Implementations of this idea in memories based on Pr3+ and Eu3+ doped
Y2SiO5, weakly absorbing crystals on their own, each achieved total internal efficiencies
η > 50% [108, 109]. An example given in [106] quantifies the bandwidth trade-off for
these kinds of impedance-matched cavities, calculating a cavity bandwidth of 480MHz

at a finesse of 31 for a 1 cm long crystal with a peak optical depth of 1 reaching
92% efficiency. Clearly this is a different regime than that applicable to high-finesse
cavities. A cavity of moderate finesse placed around the storage medium, explicitly in
a regime remaining compatible with a high memory acceptance bandwidth, has also
been proposed as a four-wave mixing noise suppression mechanism in Raman memory
[110]. The enhancement is secondary here as the memory discussed is in hot vapor
and thus optical depth is readily available. The cavity is tuned such that the signal is
resonant while the noise is anti-resonant. Again the practical situation is quite different
than for cQED with single atoms as far as bandwidth limitations imposed by the cavity
stand. As a final note on cavities, the inverse relation between acceptance bandwidth
and cavity enhancement can be circumvented by the technique of white-light cavities
[111, 112], originally having gravitational wave detection in mind. The idea is to cancel
the phase shift experienced by off-resonant frequencies in the cavity using a medium
with negative dispersion in the cavity, for instance a three-level system. Implementing
this and memory operation is the topic of a very recent proposal promising to achieve
high efficiencies, long storage times, and large bandwidth simultaneously [113].

Another approach to enhancing the coupling is through ensembles. Although the
interaction probability with any given atom remains small, it asymptotically approaches
one with increasing atom number as the optical depth becomes much larger than unity.
This approach is the focus of this thesis, so rather than discussing it abstractly I will
implicitly assume it as we delve into the details about specific schemes. With regards to
the interaction strength most systems in the solid state require help with their optical
depths, but hot and cold atomic ensembles are typically fine without cavities. Besides
the considerations discussed in this section however, memory protocols are generally

22



Chapter 2. Review of Memories for Light and Single Photon Sources

Figure 2.2: A basic lambda scheme consisting of the metastable ground states |g〉
and |s〉, each connected to the excited state |e〉 by dipole transitions. The levels
are labeled such that the signal E is (near) resonant to |g〉 → |e〉 and the control Ω
is (near) resonant to |s〉 → |e〉, with the possibility of a two-photon detuning ∆
from the excited state equal for both transitions.

agnostic to the method by which the interaction is enhanced [114].

2.1.4 Lambda Memories

As we immediately realized when contemplating storing a photon in a two-level system,
a little more complexity of the matter system is desirable for useful quantum control.
A natural solution is the addition of a third level |s〉. A popular choice of this third
level is a metastable ground state, and due to the shape of this level scheme, sketched
in figure 2.2, this case is named after the letter Λ. First, the system is prepared in
the state |g〉. From the perspective of the photon to be stored, the state |s〉 is dark,
i.e. the coupling between them is negligible. When the photon is absorbed on the
transition |g〉 → |e〉, the control Ω maps the excitation to the metastable ground state
|s〉, which is comparatively long lived and rarely limited by spontaneous emission. For
ensembles of N atoms the resulting state is a spin wave of the ground states, explicitly
a collective excitation of the form

1√
N

∑
i

|g〉i 〈s| . (2.1)

Continuing our simplified spontaneous emission estimation, Fermi’s golden rule
yields the decay rates from |e〉 to |g〉 and from |s〉 to |g〉 as Γ ∝ ω3|µ|2, where ω is the
frequency of the respective transition and µ is its dipole moment. For common choices
of these types of systems the difference is immense, for example consider the hyperfine
split ground states and D line excited states in alkalis where there are around 5 orders
of magnitude difference in the transition frequencies [115], which are then cubed in
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the decay rates. Now, often the lifetimes of these hyperfine ground states are limited
by something else, for example collisions, but the difference to the excited states is
generally still best expressed in orders of magnitude. After the excitation is transferred
to |s〉, the memory can be read out by applying a control pulse in the reverse direction.
The read-out process then is the time-reversal of the read-in and guaranteed to be
maximally effective. This is called backwards retrieval. Often, either for geometrical
reasons of the physical setup like difficulties in collecting the read out signal effectively
this way, or due to mode or phase matching considerations, it is preferable to read
the memory out in the forward direction. In this case the photon continues on in the
direction it was going during read-in. As this is not a perfect time reversal of the
read-in the efficiencies tend to scale slightly worse for forwards retrieval, and in some
cases do not tend towards unity with the optical depth.

There are a plethora of memory protocols sharing this basic commonality of the
Λ-scheme. These differ widely in the process responsible for the mapping, as the
detuning from the excited state moves the system through different scattering regimes,
or the nature of the control, which need not even be optical, changes the underlying
physics. Fortuitously, the storage and retrieval of photons in all of these systems
can be described by a universal approach agnostic to the exact methods [114]. This
generic analysis yields two famous results applicable to all implementations. Firstly, the
maximum achievable efficiency of the storage and retrieval process depends exclusively
on the optical depth of the storage medium. Secondly, optimal storage and retrieval
are time-reversals of each other. In cavities a minor modification is required for the
first of these claims: the efficiency is determined by the cavity cooperativity parameter
C, with η = 2C

2C+1 optimally.2 Here C is just the optical depth of the atom or ensemble
in the cavity scaled by the number of passes a photon makes before leaking out [116].
In terms of atom number N , the single pass efficiency scales as η ∝ 1− 1√

N
, while in

cavities it scales as η ∝ 1 − 1
N [121]. The main conclusions that can be drawn from

this model is that the maximal efficiencies across implementations are the same, and

2In their series of papers on photon storage in generic Λ-systems [114, 116, 117, 118, 119] Gorshkov
et al. use the optical depth definition conventional for theorists: d = g2NL

γc
, where g is the single-photon

coupling constant of the transition and γ is the coherence decay rate of the exited state (with 2γ = Γ
for purely radiative decay). This results in it being half as large as the conventional optical depth
defined in experimental AMO physics as OD = σnL = log (Iin/Iout), where σ is the atomic absorption
cross-section on resonance and n is the number density. When quoting their results, I have modified
them to use OD to aid comparability to experimentally measured optical depths. The same is true
for the cooperativity C, but as we will not be seeing it again I have refrained from renaming it.
Unfortunately the translation between theoretical figures and measurements in this context is not
finished with that, but turns out to be a recurring stumbling block due to a multitude of linewidth
and transition strength scaling preferences. In his report [120] on simulations implementing this model,
testing the practical feasibility of storing quantum dot photons in cold rubidium ensembles and laying
some of the original motivating groundwork for quantum memory projects in Basel, Matt Rakher
accounts for and illuminates these differences in an exemplary and helpful way.
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that given sufficient optical depth they are achieved by optimizing the control to the
signal to be stored (or vice-versa). This is not to minimize the distinctions between
physically different Λ-memories. Other figures of merit and technical feasibility, both
generally and of achieving this high efficiency specifically, all vary widely. Indeed, let
us now examine some of these protocols in detail.

Photon Echo

First observed with spins in the context of nuclear magnetic resonance [122], and
later with light [123], echoes occur when a signal is absorbed on an inhomogeneously
broadened transition, upon which the induced coherence dephases. After a time τ , the
sign of the dephasing process is reversed, and by time-reversal symmetry the coherence
is restored to the original state after another delay of τ , causing the signal to be emitted
once more. In principle, no third atomic level is necessary. An ensemble of two-level
atoms, or more typically ions, with the states |g〉 and |e〉 is prepared in a coherent
superposition by a π

2 pulse, the write pulse. Then the signal, which may consist of
multiple pulses or photons, is sent to the atoms. As long as all this happens faster than
the homogeneous relaxation time of the excited state, the signal interacts coherently
creating a population grating, that is it imprints its frequency spectrum on the atoms
as a frequency-dependent modulation on the absorption profile. In other words, the
spectral profile of the excited atoms now reflects the power spectrum of the signal [124].
Again, the coherence dephases for τ until a π pulse, the read pulse, is applied to invert
the populations leading to their rephasing and emission of the signal after another
delay τ . Manipulating the write and read pulses makes it possible to perform arbitrary
operations on the data [125]. A simple example of such an operation is temporally
reversing the signal upon read-out by reversing the order of the write pulse and the
signal. Investigations into using such systems as memories began with classical light
[126] and were originally motivated by the potentially high bit densities, and of course
the infinitely alluring possibility of producing “ultra-high-speed holographic motion
pictures” [127].

Serious application of echo techniques to the quantum regime with quantum commu-
nication applications in mind needed to solve some problems of the classical implemen-
tations first. On the one hand, the classical protocol achieved only small efficiencies,
on the order of a few percent. Either the optical depth was low and the read-in
efficiency was diminished, or it was high and the signal tended to be reabsorbed upon
read-out. On the other hand, the classical two-pulse echo technique suffered not only
from fluorescence noise, but it was also eventually shown that the rephasing pulse
necessarily stretches as it propagates through the sample, producing a trailing tail that
can not be separated from the signal echo [128]. The two-level atom approach was
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Figure 2.3: Storage (left) and retrieval (right) of a weak signal or photon E in
the CRIB memory scheme. The excited state is inhomogeneously broadened and
this broadening must be reversed to perform the read-out, which is represented by
the reversed color gradients of the excited line shape. The protocol is performed
on resonance and the control pulse Ω is a π-pulse between the states |e〉 and |s〉.

abandoned in the proposals of the two most prominent modern schemes, controlled
reversible inhomogeneous broadening (CRIB) [129] and atomic frequency combs (AFC)
[130], in favor of lambda systems. Let us now look at how these schemes work more
closely.

The level scheme envisioned in CRIB is sketched in figure 2.3, maintaining the
previously established labeling of the states. After preparation of the atomic ensemble
in the ground state |g〉, a weak signal or photon E is absorbed on the inhomogeneously
broadened transition |g〉 → |e〉, which must be sufficiently wide spectrally to absorb all
the signal’s spectral components, as well as optically thick. Immediately afterwards
a π-pulse Ω maps the excitation to the metastable ground state |s〉 for long storage.
Reversing the broadening now enables unity read-out efficiency by time-reversal symme-
try. In the original proposal by Moiseev and Kröll [129] they take the storage medium
to be a Doppler-broadened atom gas. To reverse the sign of the broadening for their
read-out they use an old trick of atomic physics famous due to its utility in Doppler-free
spectroscopy, they apply the read-out π-pulse in the counter-propagating direction of
the read-in pulse.

The original CRIB scheme is limited by atomic motion, either out of the interaction
region, i.e. the spatial mode addressed by the control laser, or due to collisions changing
the atoms’ velocities and phases. This motivated modifications which moved the scheme
into rare-earth ion doped crystals both conceptually [131, 132] and practically [133],
for instance Eu3+, Pr3+, or Er3+ doped Y2SiO5, CaF2, or LaF3 to name a few.3 The
review by Thiel et al. [136] contains a long table collecting the key properties of
various rare-earth doped materials. At cryogenic temperatures the ions move so little

3As I disclaimed at the beginning of this chapter, the following focus on rare-earth ion doped
crystals as platforms for photon echo memories mostly serves to divide and simplify the discussion.
CRIB memories implemented in hot vapor [134] or cold atomic ensembles [135] are completely viable
and have achieved impressive fidelities and efficiencies.
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that their coherence is limited by spin-spin interactions rather than by motional or
collisional losses. Hyperfine coherence times of milliseconds are typical without further
intervention, but around the time of these proposals dynamic decoupling techniques
originally developed for NMR spectroscopy were already being used to extend these
lifetimes to seconds [137]. Later a record of 6 hours was set in a system with optically
addressable nuclear spins using an applied B-field to eliminate first-order sensitivity to
field fluctuations4 [139]. This longevity is due to the investigated transitions occurring
within the partially filled 4f electron shells, which are shielded from the environment by
filled 5s2 and 5p6 shells, which means that even the excited states can have lifetimes
of milliseconds [136]. Indeed, there are proposals [140] and experiments [141] which
forgo the lambda approach and forge ahead with 2-level atoms. The motivation for
foregoing storage in a ground state is usually that the required optical control pulses
produce noise, and while the storage times are necessarily shorter, it is possible to
read out storage in an excited state on demand without optical control [142]. Either
way, the exchange of the typical physical system to ions for echo memories had already
taken place when the atomic frequency comb memory scheme was proposed, so these
remarks apply to it as well.

Due to variations in the host material, that is the fixed but unique environment of
each ion across the length of the crystal, the absorption lines are initially broadened
inhomogeneously from their natural homogeneous linewidths on the order of kilohertz to
gigahertz or more. The difference in linewidths can reach 8 orders of magnitude, which
has occasionally been styled as the number of addressable frequency channels. However
this broadening is not of the reversible type, so to address an isolated system without
inducing noise from other lines it is removed by a combination of optical pumping and
hole-burning [143]. One possible approach in particular is to first depletion pump a
wide spectral region of ions using chirped pulses, to then refill a narrow line by pumping
back those hyperfine states experiencing a specific shift. Once the system is prepared in
this way a controllable inhomogeneous broadening of the line must be introduced. This
is achieved by applying a varying electric field to cause a Stark shift. In the proposal
by Nilsson and Kröll [131] the field is varied along the propagation direction, a scheme
later named longitudinal-CRIB (lCRIB) or gradient echo memory (GEM), but the
transverse direction can also be used [144] yielding transverse-CRIB (tCRIB). In the
former case the absorption line of each ion at position z is narrow, but varies through
the medium with ∆ = χz, whereas in the latter case each absorption line is identically
broadened independently of the position. The induced broadening can now be reversed

4In atomic physics this technique is famous due to atomic clocks, and transitions made insensitive
to fluctuations of the magnetic field in this way are thus called clock transitions. This nomenclature
was not adopted when the technique was pioneered in the solid state [138], and while it is sometimes
used, the slightly less pithy name “ZEFOZ transitions” (zero first order Zeeman) is more common in
these systems.
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Figure 2.4: After initial preparation in the state |g〉, a frequency selective pumping
laser Pν selectively transfers atoms to an auxiliary state |aux〉. The desired comb-
like absorption profile consists of peaks with spectral width γ, evenly spaced with
a separation ∆. The finesse of the comb structure is defined as F = ∆/γ. The
comb absorbs the signal E and begins dephasing, but due to the periodic structure
of the absorption spectrum the comb excitation rephases on its own after a time
2π/∆. Intermittently the excitation can be transferred to a long lived spin wave
in |s〉 as in CRIB.

by inverting the polarity of the applied electric field. The efficiency of lCRIB is the
same for backwards and forwards retrieval and scales as η(t) ∝ (1− exp (−ODeff))

2 f(t),
where ODeff = ODγ0

γ is the effective optical depth. In words, the optical depth of the
initial line is scaled by the ratio of the initial linewidth γ0 to the inhomogeneously
broadened linewidth γ [55]. The function f(t) is intended to generically represent the
decoherence with time of the storage state, for example if storing in the excited state
we would have f(t) = sinc2(γ0t). For tCRIB the retrieval direction matters, backwards
retrieval scaling as η ∝ (1− exp (−OD)) and forwards retrieval as η ∝ OD2 exp(−OD)

with the optical depth often given as the product of the crystal’s absorption coefficient
and its length OD = αL [125]. Note that in the final case the maximum value is not 1
but 4

e2
≈ 54% [144]. Analytical solutions for the fidelity have also been derived [145].

The conclusions drawn from these analyses are that high fidelities can be reached,
but that there are optimal parameters of the interaction time, optical depth, and
inhomogeneous broadening that maximize it. Other figures of merit of this scheme also
depend on the materials used, in particular the possible bandwidth will be determined
by how close the next nearest hyperfine transitions lie to the isolated Λ-scheme. For
instance, analyzing the case of Pr3+:Y2SiO5, Nilsson and Kröll [131] estimate a maximal
bandwidth of 4MHz.

Multi-mode capacity can be analyzed in a universal way using the Schmidt de-
composition of the Green’s function of the memory interaction [146]. For both field
directions in CRIB the capacity scales linearly in the optical depth. This is better
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than the scaling with the root of the optical depth in adiabatic memory protocols, like
electromagnetically induced transparency and Raman protocols, without an applied
inhomogeneous broadening. The greatest advantage in this regard is however found in
atomic frequency comb memories, where the number of potential modes is independent
of the optical depth and proportional to the number of peaks in the comb. This was
a significant part of the motivation in the original AFC proposal [130] and proof of
principle [147]. Notably it was thereby the only scheme that could plausibly physically
implement the conditions [148] for reasonably fast entanglement distribution via a
quantum repeater at the time. The AFC scheme modifies CRIB by tailoring the
inhomogeneously broadened absorbing line into a comb structure by pumping to an
auxiliary level as illustrated in figure 2.4. The signal to be stored must be spectrally
broader than ∆ and narrower than the comb’s total width Γ, which is itself limited
physically by the frequency splitting of the ground states. Under this condition the
energy-time Heisenberg uncertainty ensures spectral averaging of the comb structure
that leads to uniform absorption over the signal bandwidth [130].

After absorption of a single spatial mode with wave number k, by N atoms at the
positions zj and with detunings δj with respect to the laser frequency, each contributing
an amplitude cj to the absorption, the system is in a Dicke state between the ground
and excited states of the form

|ψ〉 =
N∑
j=1

cje
iδjte−ikzj |g1...ej ...gN 〉 . (2.2)

By design, the phase term eiδjt causes rapid dephasing, but the trick of the discrete
absorption spectrum ensures spontaneous rephasing after a time 2π/∆. The mapping
to |s〉 by a π-pulse control field for longer storage locks in these phases as there is no
comb structure on this transition. The efficiency of this protocol, initially calculated
assuming Gaussian comb teeth, is η ≈ (1− exp (−ODeff))

2 exp(−7/F 2), where the
effective optical depth is now ODeff ≈ OD/F [55]. Equations for Lorentzian as well
as arbitrary shapes of the comb teeth can be found in [149]. Unsurprisingly and
independently of the exact comb shape, we learn that the removal of atoms from
contributing to the absorption by creating the comb diminishes the optical depth
available, but the final term also implies that the comb finesse must be high for efficient
storage, reinforcing the requirements on high optical depth even more.

Although I initially diminished the importance of the operating wavelength of
memories due to the growing effectiveness of frequency conversion, it is worth mentioning
that erbium doped crystals have transitions in the telecom C-band. Memories using
this medium would be directly compatible with long-distance fiber channels without
frequency conversion, simplifying network integration. Without going into further
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detail, the situation is complicated somewhat because erbium ions are Kramers ions,
that is they have an odd number of electrons yielding half-integer spin. This means
that the ZEFOZ technique used to extend the coherence times discussed above do not
work – Kramers ions do not have optical clock transitions. That said, large magnetic
fields (7T) have been found to produce coherence times around 1 s for these types of
ions as well [150]. Whether this approach significantly improves upon the experimental
complexity versus frequency conversion is, in my opinion, debatable. Indeed, now
having covered the figures of merit achieved by rare-earth ion doped crystal based echo
memories it must be said that their experimental overhead is among the greatest across
implementations. A cryostat, applied magnetic fields – which must either be large
(Kramers ions case) or precise (ZEFOZ case) – applied electric fields, comparatively
elaborate optical state preparation and most likely impedance-matched cavities are
at serious odds with miniaturization, field-operability, and turn-key functionality for
a lay end-user. Even in an optimistic vision of a realized quantum internet these
memories are infrastructure set-pieces at the heart of sporadically situated repeater
stations, maintained and operated by expert technicians. This is not a final verdict
on the role of echo protocols per se. Recently an AFC memory was demonstrated
in hot atoms wherein the comb was prepared using velocity-selective pumping [151],
and other methods for preparing combs in hot atoms have been proposed [152]. Time
will tell whether these implementations in technically simpler systems go beyond the
proof-of-principle stage and achieve competitive figures of merit.

Electromagnetically Induced Transparency

Electromagnetically induced transparency, or EIT, is an effect where a transition in an
optically thick medium becomes transparent to light resonant with it [153]. Somewhat
surprisingly considering the amount of quantum optics that had already been done at
the point, its first description [154] and observation [155] date to the early ’90s. To
understand how light is stored by EIT, let us first consider what happens when a control
laser Ω, named thus after its Rabi frequency, is continuously shone on the transition
|s〉 → |e〉 in our standard lambda-system test case. The regimes of the resulting effect,
called static EIT, are delineated by the intensity of the control, and are shown in
figure 2.5. The laser modifies the atomic response due to quantum interference between
the absorption pathways |g〉 → |e〉 and |g〉 → |e〉 → |s〉 → |e〉 [156]. A complete picture
of the exact behavior of the susceptibility of the medium under these conditions can
be found in reviews of EIT, e.g. equation 13 in [156], or equation 21 therein for a
form that emphasizes the role of quantum interference. The resulting refractive index
n = <

√
1 + χ and extinction coefficient κ = =

√
1 + χ are plotted schematically on

the upper right side of figure 2.5. The significance of these plots lies in the relation
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between the dispersion relation of a medium and the group velocity of light through it,
with vg ∝

(
∂n
∂ω

)−1 [157]. In other words, static EIT can reduce the group velocity of
light, and indeed extremely leisurely light velocities of mere meters per second have
thus been produced [158]. Although not directly relevant further, note that the full
implications of vg ∝

(
∂n
∂ω

)−1 include the possibility of light with vg > c, as well as
vg < 0, which describes a scenario wherein the peak of a light pulse exits a medium
before it enters it. For a broader introduction to slow and fast light, as well as some
historical context – indeed observations of light pulses moving at unusual speeds far
predate the description of EIT – I recommend the chapter by Boyd and Gauthier [159].

This interference based description is necessary when Ω is smaller than the excited
state linewidth. Transparency is induced on resonance, but there is not yet a significant
splitting in the absorption line. This is the typical EIT parameter regime. For
larger Ω, however, a simpler picture presents itself. Consider that the electric dipole
interaction Hamiltonian H = h̄Ω

2 |e〉 〈s| + h.c. is diagonal in the dressed states H =
h̄Ω
2 (|+〉 〈+| − |−〉 〈−|), with

√
2 |±〉 = |e〉 ± |s〉. The resulting double resonance at

energies shifted by ± h̄Ω
2 from the natural level, known as an Autler-Townes doublet, is

illustrated on the left side of figure 2.5. The refractive index and extinction coefficient
in this case are plotted on the lower right. In this, the Autler-Townes regime, the energy
splitting of the levels h̄Ω dominates the size of the transparency window. Varying Ω

tunes continuously between the regimes of transparency and line-splitting. This kind
of dressed doublet shows up in all kinds of research fields, from optical spectroscopy,
over cavity QED, to laser cooling [160].

So far it appears that what EIT produces is a kind of delay line, and with that
it already has plenty of possible applications in optical signal processing including
modulation and switching [161]. How exactly the effect can be used to store light
was worked out around a decade after its first observation [162], but our simple
picture already provides some clues. The width of the induced transparency window is
determined by the control Rabi frequency – for large Ω they are approximately equal.
A signal now enters the medium and, assuming that it is not too long (quantified
momentarily), compresses to fit within its physical extent as it slows down. If the
control is now attenuated in an approach called dynamic EIT, then the window narrows
and the slope in n grows steadily steeper until it diverges as Ω falls to zero. This stops
the light. Turning the control back on at a later time reverses this process and liberates
the signal to move once more. In truth a description that properly explains why the
signal is at no point absorbed5 requires a full quantum treatment with light-matter
quasi-particles named dark-state polaritons, which are superpositions of photonic and
spin wave components [163]. This treatment also yields the condition that the control is

5This is decidedly not obvious in the description I have presented, after all as the transparency
window is shut the absorbing peaks in κ also close in on the signal.
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Figure 2.5: left In static EIT a strong control laser with Rabi frequency Ω
continuously dresses the transition |s〉 → |e〉 inducing transparency and producing
an Autler-Townes doublet for sufficiently intense illumination. The behavior
depends on how the Rabi frequency of the control compares to the linewidth of
|e〉. right A weak probe E with the frequency ωp experiences the medium’s rapidly
changing dispersion due to the presence of this control. The refractive index and
extinction coefficient are plotted schematically following [156] for the EIT (upper
plot) and Autler-Townes (lower plot) regimes of Ω to illustrate what happens to
this probe.

switched smoothly (adiabatically) [164, 165] to ensure loss free and coherent transferal
of a photon to an atomic state.

This final condition of adiabaticity is key to the analytical solutions for optimal
control [117], but not actually necessary for highly efficient storage. Numerical opti-
mization of the control with gradient ascent methods [119] also yields high efficiency
when this condition is not met, as might be the case when input signals are very short.
The general lambda-scheme result of efficiency depending on the optical depth benefits
from a particularly intuitive explanation in the case of EIT memories. Let us consider
the initial conditions that must hold for the dynamic EIT scheme to work. For a storage
medium of length L and a signal of duration t, it must be the case that the spatial
extent of the probe Lp = tvg ≤ L if the entirety of the signal is to fit inside the storage
medium at once [166]. A related concern is whether the signal’s spectrum fits inside
the transparency window. The spectral full width at half maximum of the transparency
window opened in the EIT regime with an optically dense medium, derived from the
susceptibility in [167], is

δωEIT =

√
2|Ω|2

4Γ
√

OD
. (2.3)
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Here Γ is the radiative decay rate of the excited state.6 We can thus require t−1 ≤ δωEIT.
Still in the static EIT case, the relevant comparative measure to the signal duration is
the group delay of the medium, which relates as τ =

√
OD/δωEIT [166]. We can now

summarize these conditions in relative terms in the inequalities L
Lp

∼ τ
t ≤

√
OD. The

implication is that components of the signal which do not meet these conditions (long
spectral or temporal tails) will not be addressed by the initial conditions, and will
therefore not be stored as Ω is reduced, diminishing the efficiency. That said, control
optimization goes a long way towards mitigating the required optical depths, and can
be achieved through experimental iteration as well. In an experiment reported on just
after Gorshkov et al. published their work on optimal control, an EIT based memory
implemented in hot Rb vapor achieved 43% storage efficiency with an optical depth of
only 24 [168], and the equivalence of optimizing the control shape for a given signal and
of optimizing the signal shape for a given control was simultaneously demonstrated.
Strangely, and contrary to the model of [117], the efficiency proceeded to saturate and
then decline as the optical depth was increased further in this experiment, but the
explanation for that phenomenon will have to wait another page or two. In trapped,
cold atomic ensembles, high optical depths can be achieved using cigar shaped atom
clouds also resulting in high efficiencies, for example 78% efficiency was demonstrated
for an optical depth of 156 [169].

In the previous section I pointed out that the physical limitation to memory
bandwidth is determined by how close the next nearest hyperfine transitions lie to
the isolated Λ-scheme. This observation is true generally, however when the focus is
broadened from rare-earth ion doped crystals to other Λ-systems like hyperfine-split D
lines in alkali atoms this bound jumps from the order of megahertz to gigahertz. In
fact, the bandwidth of EIT memories is rarely limited by the fundamental properties of
the atoms. As can be read off of equation 2.3, the width of the transparency window
depends on the available control power. Far enough into the Autler-Townes regime, they
are approximately equal. Let us perform an estimate of how this condition translates
into experimental parameters, as this is also relevant to the discussion of fidelity. The
Rabi frequency of a transition is given by

h̄Ω = dE, (2.4)

where d is the dipole moment of the transition and E is the electric field of the
laser. Characterizing the laser beam experimentally, its power and beam shape can be
measured yielding its intensity I. Then the field amplitude is E0 =

√
2I
cε0

. In terms of

6Note that both the authors of [167] and [166] define their Rabi frequency as half of the experimen-
talists’ value. The authors of [166] additionally halve their optical depths as is convention in theoretical
descriptions. As noted previously, I have regularized these definitions to match measured values.
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the order of magnitude, to obtain a Rabi frequency of 1GHz on a Rb D1 line transition
in a beam with a diameter of 0.5mm, between 100mW and 1W of laser power are
required. This proves to be an awkwardly large amount of power, especially considering
how small we have already assumed the spatial mode to be. Further, given the optical
losses generally associated with fast switching or pulsing as is required to stop the
light, a simple diode laser will require amplification to bring this Rabi frequency to
bare on the atoms. These technical considerations are part of the reason why EIT
memories often operate at lower bandwidths, on the scale of tens of megahertz, even
though this does not reflect a physical limitation. The other challenge to employing
such strong control beams is separating their light from stored single photons or weak
signals. Continuing the order-of-magnitude estimate, a short control pulse designed
to store a signal with a bandwidth between 100MHz and 1GHz will require a pulse
energy around 1 nJ. The photon energy, again on the Rb D1 line, is around 1.6 eV

[115]. This means that such a control pulse contains about 4× 109 photons. This is
an enormous amount of light to split from a single signal photon, even before taking
into consideration any additional light-emitting atomic response to the control, like
fluorescence or four-wave mixing. In the section of their review of quantum memories
discussing this challenge, Heshami et al. [50] survey the typical range of the number of
photons in read/write control pulses and give it very broadly as between 106 and 1013.
This is the origin of the greatest hurdle to the fidelity of broadband quantum memories:
readout noise. While only tangentially related to the memory protocol, after all they
are sensibly designed and all yield unity fidelities under ideal conditions, no discussion
of implementations, particularly in hot vapor, can sensibly omit this topic. Before
moving on to describing further schemes I will therefore discuss noise and memory
lifetime, particularly in hot vapors.

Readout Noise and Lifetime

A significant portion of the experimental part of this thesis focuses on practical means of
eliminating readout noise, so my main focus here is to illustrate the problem. Common
to all schemes employing strong optical control pulses is the necessity of separating
signal and control. Usually these are orthogonally polarized, so a polarizer is used
as the first filter. The remaining control is typically filtered spectrally, exploiting
the few gigahertz hyperfine splitting to remove the rest of the laser light. This
combination of polarization and spectral filtering provides the required control rejection
[170, 171, 172, 173], and around 140 dB suppression in total is not unusual. Admittedly,
this sometimes requires unwieldy “stacks” of 7 etalons [172], but the problem is reliably
solvable. Spatial filtering of the optical control is of course convenient in protocols
where control and signal counterpropagate, but in co-propagating protocols even small
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angles between signal and control have considerable drawbacks. For one, EIT shows
strong angular dependence as a process on its own already [174], but moreover the
resulting wave-vector mismatch ∆k causes a spatially varying phase of the stored spin
wave in the medium. If the atoms move in between storage and retrieval, this leads to
dephasing. For the jth atom the phase change is ∆φj = ∆k(rs − rr), where rs (rr)
is the atom’s position during storage (retrieval). This leads to a spin-wave-dephasing
limited memory lifetime of [175, 176]

1

∆k · v
∼ τ =

(
4πv

λ
sin

α

2

)−1

, (2.5)

where λ is the optical wavelength, v is the atomic velocity, and α is the angle between
the signal and control modes. For angles that produce significant filtering this is likely
to be the limiting process to the overall memory lifetime in hot vapors. Dissimilarly
in cold atoms, where the velocities are small, spatial filtering can be used without
dephasing limiting the lifetime – like in [176] where an angle of 13° is used for this
purpose. Decay of this kind is easily identified in data as it follows a Gaussian flank,
in contrast to exponential state-decay or other forms of atom loss.

Despite the magnitudes involved, we have noted that filtering to remove the control
from the read out signal after the memory is successfully employed rather routinely.
The real remaining problem lies in noise arising from the atoms induced by the incident
control. For processes that produce light which is spectrally separated from the signal
we can again fall back on filters, but this spectral distinction cannot always be relied
upon. The first potential source of unwanted signal-resonant photons traces its origin
to residual atomic population in the storage state. In alkalis, with ground state
hyperfine splittings ∆ν < 10GHz, we reach h∆νhf ≈ kBT for temperatures in the
range of 100mK. It is therefore safe to say that at room temperature the states |g〉
and |s〉 will be equally populated initially. If nothing is done about this, the read out
control pulse scatters from atoms in |s〉 producing anti-Stokes photons at the signal
frequency. Optical pumping must thus be used to empty |s〉 before operating the
memory. Moreover, this state preparation should last longer than the desired storage
times, and, as is typical in vapor cells, if only some of the atoms available are addressed
by the memory interaction it is desirable to pump a larger region so that atomic motion
cannot effectively deteriorate the prepared state. Consider also that there are limits
to how well optical pumping can work in vapor cells [177]. I will comment further on
those considerations in section 5.4. This source of noise is negligible without pumping
when h∆νhf � kBT , as is the case e.g. with memories implemented in diamond [178].

Even if all the atoms are initially in |g〉, the control can still couple them to |e〉, just
off-resonantly by ∆νhf plus any additional detuning used, again producing fluorescence.
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Figure 2.6: left A photon from the control laser, either in the write or read pulse,
scatters inelastically to produce a Stokes photon, detuned from the signal by 2∆νhf,
and an atomic excitation. right During readout another control photon scatters at
the previously created atomic excitation, producing an anti-Stokes photon at the
exact frequency of the signal.

In hot atoms with typical Doppler-broadening on the order of 500MHz, the innate
detuning ∆νhf ≈ 10Γ leaves plenty of scattering opportunities for the number of control
photons involved, and large additional detunings are required to suppress this coupling.
This is the solution provided by Raman memories, which I will discuss imminently in
the next subsection, but even for moderate detuning the situation is not quite as dire
as it may initially seem. It turns out that, through a collisional relaxation process in
the excited state, fluorescence noise is emitted at the natural frequency of the line even
if the signal and control are detuned from it [179], but with the Doppler-broadened
linewidth. Since the first observations and models in the ’70s this appropriately named
collisional fluorescence has also been studied in the context of memories [180], and has
been shown to cause decoherence during the read and write operations [181]. That said,
as the noise occurs at the natural frequency of the line, detuning does bring spectral
filtering back on the menu. In cold alkali atoms this solves the problem rather neatly,
as only a small detuning is required to escape the natural excited state linewidths of
< 10MHz. In hot atoms the situation is not improved as rapidly, but it does mean
that there is some wiggle room with how much detuning really is required to diminish
the role of fluorescence.

There is a third important source of control induced noise: four-wave mixing (FWM).
This two step process, illustrated in figure 2.6, produces additional undesirable photons
at the signal frequency. In reviews on quantum memory, e.g. [50], it is common to
find it pointed out that if ∆ < ∆νhf, then the memory interaction experiences stronger
coupling than FWM which allows it to dominate over the noise. The corollary that
FWM only matters in the case of far-off-resonant Raman memories with ∆ � ∆νhf is
false. This is due to the optical depths required for efficient storage. At high OD the
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FWM process can dominate EIT, even at ∆ = 0 [182, 183]. In the context of memories,
this is best understood as interference producing gain or loss7 in the signal field, and
from their combined EIT-FWM memory model [184] estimate the trouble to begin at
optical depths around 25. Indeed, it is with this model that an explanation is found
for the saturation and subsequent decline in memory efficiency with optical depth
these same authors previously observed [168]. The functional limit to the optical depth
before FWM noise grows exponentially large was found in [185] to be OD > 2∆|Ω′|

Γ|Ω| ,
where Ω is the Rabi frequency on |s〉 → |e〉, Ω′ is the Rabi frequency on |g〉 → |e′〉, and
γge is the natural linewidth. To clarify the notation, in the simple case of one allowed
transition |e′〉 = |e〉, but if there are multiple available excited states these need to be
accounted for both here and in defining an effective ∆. Concretely it is also shown that
FWM gain is harmful; it necessarily reduces the fidelity of EIT memories unless it is
already below 1√

2
, in which case the memory is unsuitable for quantum storage right

from the start.
It may now seem that this discussion of noise did not yield a lot of information

that we can directly translate into the language of our figures of merit. This is in
part due to the practical fact that noise forces trade-offs in these figures. Less control
power may improve a memory’s noise performance, at the cost of its bandwidth or
its efficiency. Nevertheless, there is one simple estimate we can make for the effect of
incoherent readout noise on the quality of a stored single photon. Referring back to
equations 1.10 and 1.11 we can write,

g
(2)
retrieved ≈

g
(2)
input × SNR + g

(2)
noise

SNR + 1
, (2.6)

which is just an average value of the autocorrelations of the input and the noise. Due
to any multi-photon component of the input skewing the detection on non-number-
resolving detectors in Hanbury Brown and Twiss configuration, this estimate is a bit
sloppy. In a proper calculation where the fields from disparate sources are combined
on an imagined beam splitter, following arguments in [186], the resulting relative
multiphoton emission probability in the presence of incoherent noise is,

g
(2)
ret =

(Nret −Nnoise)
2 g

(2)
input + 2Nnoise (Nret −Nnoise) +N2

noiseg
(2)
noise

N2
ret

. (2.7)

The difference in these formulas vanishes when g
(2)
input → 0 and g

(2)
noise → 2. Note that

7Gain is of course a particularly insidious phenomenon, as without an analysis of the fidelity or
photon quality, an unwitting fan of quantum storage could easily convince themselves that their
memory functions well even though it just produces noise. I believe that it is this, and not the popular
sparing of words in physics, that have coined the effect FWM gain.
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this equation does not model the effect of all the noise sources discussed so far, in
particular FWM gain requires a coherent model for the autocorrelation of the memory
output [187]. Nevertheless, this gives us at least some idea of the problems noise poses
to the project of storing photons, so let us now return to the final figure of merit on
our list.

Achievable storage times depend on the physical memory implementation rather
than just the scheme. It comes as no surprise that for EIT based memories doped
solids excel in this regard just as well as they do in the photon echo case, after all
they do not experience significant atomic motion. With high population lifetimes,
for instance around 100 s in Pr3+:Y2SiO5, the challenge becomes to apply dynamic
decoupling techniques (e.g. ZEFOZ, see above) optimally so as not to suffer from
decoherence due to stochastic magnetic interactions with the host material. This is
challenging as the applied magnetic field can split the spectrum into over 1000 separate
transitions, but the development of evolutionary algorithms to solve the optimization
problem with experimental feedback has lead to storage times almost matching the
population lifetimes [188]. In cold atoms optical lattices can be used to prevent atomic
motion as well, and analogous magic field and microwave dynamic decoupling protocols
have been used to achieve similar minute-time scale lifetimes [189]. What about in hot
alkali vapor where atomic motion is a given? The ballistic atomic velocity in thermal
equilibrium for atoms of mass m at an absolute temperature T is vball =

√
kBT/m.

Depending on the time scale of interest and mean free path in the vapor, the mean
atomic velocity 〈v〉T =

√
8kBT/πm may be a better estimate due to collisions. Either

way, this yields a mean time-of-flight of an atom through a laser beam with radius r
of τ = r/v. After this time the atom is either no longer addressed by the read pulse,
or, if the control beam and vapor cell have the same diameter, it collides with the cell
wall which randomizes its state. To combat this the atomic velocity can be slowed,
that is made diffusive, by the use of a buffer gas. The atom-laser interaction time then
becomes [166]

τ−1 = 2.4052
D

r2 + 6.8λmfpr
, (2.8)

where D is the diffusion constant for the alkali through the buffer gas and λmfp =

3D/〈v〉T, alk-bg is the mean free path, with the mean relative velocity now defined as
〈v〉T =

√
8kBT/πM , where M is the reduced mass of the colliding system. But even if

an atom moves diffusively, sooner or later it will encounter the cell wall. To mitigate
the severity of the wall collision, an anti-relaxation coating can be applied. Standard
materials, meaning that they are easily commercially available, include paraffin, with
which atoms can tolerate around 104 wall collisions before becoming depolarized, and
OTS (octadecyltrichlorosilane), which is about an order of magnitude worse in terms
of the number of collisions but survives higher cell temperatures [190]. The state of the
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art consists of alkene chains with which minute-long transverse spin-relaxation times
have been demonstrated [191, 192, 193].

Collisions between alkalis can also cause decoherence through the process of pair-
wise spin-exchange. Therein the electron spins of the colliding alkalis rotate with
respect to their (conserved) combined spin. The time between these collisions takes
the form τ = (σsen〈v〉T )−1 where n is the number density of the vapor and σse is
the spin-exchange cross section. Typical values of σse lie around 1× 10−14 cm2 to
3× 10−14 cm2 across the alkalis [194]. The rate of decoherence due to these collisions
depends on the Zeeman level populations, but with one notable exception the order of
magnitude remains the same [195]. This decoherence can be suppressed in numerous
ways, for example by ensuring that the rate of spin-exchange exceeds the Larmor
precession frequency, an operating regime called spin-exchange relaxation-free (SERF)
famous for its use in magnetometry [196]. Alternatively or additionally, it is possible
to work with the aforementioned notable exception: the stretched state of the atoms,
|mF | = I+ 1

2 . Here spin exchange is forbidden due to conservation of angular momentum.
Recently in 2018, a memory implemented in hot Cs vapor utilizing both wall coatings
and spin-exchange suppression mechanisms achieved a storage time of 430ms [197],
demonstrating that these measures to combat decoherence work practically and that
long storage times are within the reach of hot vapor memories broadly if the effort is
made to implement them. Thus this interlude on general considerations applicable to
memories in hot vapor vis-à-vis these figures of merit concludes optimistically, albeit
without having reduced noise concerns to a negligible level. Let us therefore turn to
a few further quantum memory implementations that tackle this issue at the level of
protocol design.

Raman

Raman scattering is an inelastic two-photon process. In the just discussed context
of four-wave mixing (see figure 2.6) we have encountered its “normal” form, albeit
with reversed roles of the states of the lambda system. To see how this interaction
can be used for storage, let us first return to our regular notation with figure 2.7. A
weak signal or photon E , detuned from the |g〉 → |e〉 transition by ∆ is incident on a
lambda-system. A strong control Ω tuned to two-photon resonance, meaning that it
is also detuned by ∆ but from its own transition |s〉 → |e〉, is simultaneously applied.
The control produces the stimulated emission of a Stokes photon and thus maps the
signal into the usual ground state spin wave, with one undetermined atom transferred
from |g〉 to |s〉. The detuning for this process can be chosen to be large compared
to the photon bandwidth and the excited state linewidth, ensuring that |e〉 is never
occupied. This coupling can then be understood as the absorption of the signal by a
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Figure 2.7: left In a two-photon resonance process a signal photon E and control
pulse create an atomic excitation by the stimulated emission of a Stokes photon
into the control beam. right For readout the control is applied again and the
reverse process reproduces the signal photon.

virtual excited state created by the control. This picture is essentially the same as
what we derived using dressed states in the EIT case, identifying the virtual state of
the Raman transition with |−〉. The distinction between the cases then lies in whether
the signal is tuned in between the dressed states (EIT) or into resonance with just the
one of them consisting mostly of |s〉. I owe this concise delineation of the processes
to the explanation Josh Nunn gives in his thesis theoretically treating photon storage
in Raman memory [198], and have adopted it as I feel it gives more insight into the
transition between regimes than the mere observation that EIT occurs at and near
resonance and that Raman storage is the far detuned limit. In particular, the physical
difference is that Raman storage is not an interference effect of absorption pathways,
and that there is no reduction of the group velocity of the signal [55].

The theoretical description of Raman storage began with a scheme to transfer
quadrature squeezing between light and atoms [199], and was extended to the problem
of storing single photons later on [200, 198]. The first demonstration with weak light
pulses in hot Cs vapor [60] emphasized the memory bandwidth, as gigahertz broad
signals were successfully stored right away. A follow up experiment published in 2011
[201] examined the memory’s unconditional noise floor, measured to be around 0.25
photons, and observed that indeed it was not plagued by the collisional fluorescence
noise that had, at the time, raised concerns about the viability of hot vapor EIT
memories (see [180, 181] and the previous section). Despite observing considerable
four-wave mixing noise, the authors of [201] were optimistic in their discussion that the
problem could be solved. Four years later however, when the scheme was tested with
single photons, this noise source dominated the photon statistics of the readout [187],
and it became evident that its suppression was essential. A method to do so placing the
memory in a low-finesse ring cavity resonant with the memory interaction (signal and
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control) and anti-resonant with the noise process was developed [110] and implemented
[172], but came at the price of considerable technological complexity due to the triple
resonance condition and stability requirements, for example temperature stability to
within 0.1 °C (see supplementary material to [172]). Nevertheless, these efforts were
rewarded with a solid order of magnitude improvement in the noise performance.
Simultaneously, other methods to suppress this noise source were being proposed. Of
those applicable both to Raman and EIT memories, a particularly interesting solution
due to its simplicity was to just have the noise be absorbed by another populated
transition in the atoms [202]. Originally this was proposed to be a transition in a
second isotope present in a natural vapor cell, but an implementation published in
2019 showed that the same noise absorbing effect could be achieved by operating the
memory at a detuning equal to twice the hyperfine splitting [203]. In summary, the
project of eliminating noise in hot vapor lambda memories has spawned many ideas,
and much progress has been made. The discussion of other figures of merit in hot
vapors from the previous section naturally applies to hot vapor Raman memories as
well. Furthermore, Raman memories have seen implementations in many other systems,
including, for a somewhat exotic example, the rotational states of hydrogen molecules.
This implementation has been shown to work with a signal bandwidth of 7 nm (about
3THz at the operating wavelength) and uses polarization selection rules to avoid FWM
noise [204]. Simultaneously the memory lifetime is around 80 ps, which is merely to
imply that its use is highly local, perhaps in frequency or bandwidth conversion [205].
Rather than delving further into the cornucopia of possible implementation examples,
I will now move on to yet another kind of memory scheme addressing noise problems
in hot vapor.

2.1.5 Ladder Memories

Recall that at the beginning of the section on lambda memories we set out to gain
coherent control over a hypothetical two-level memory by adding a third state to the
system. The choice of a metastable ground state was motivated by such a state’s
lack of radiative decay, and in the fullness of time we found that indeed memories
making this choice could achieve long lifetimes. Nevertheless, with regards to our initial
objective, we could also have chosen another excited state in a higher orbital. This
type of three-level system is called a cascade or ladder scheme, and a small number
of memories have been implemented in such a scheme [206, 207]. In particular, [206]
uses the cesium D2 line for its |g〉 and |e〉 states, and the state 6D5/2 as |s〉, while [207]
does similarly with the rubidium D2 line and the 5D5/2 state. The radiative lifetimes
of these states are 400 ns and 260 ns respectively, and measured lifetimes turned out to
be shorter still due to the wavelength difference between signal and control leading
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to spin wave dephasing, akin what we saw in equation 2.5 due to misalignment of the
signal and control modes. Recently, a quite general technique to protect collective
excitations from inhomogeneous dephasing by dressing them with an auxiliary state
was developed [208], and demonstrated therein using the ladder memory from [207].
But even if this technique is used, the short radiative lifetimes certainly will be limiting
– so what do we gain? Well, in exchange it becomes trivial to remove the control laser
from the signal with low absorption color filters, and many of the intrinsic noise sources
we previously identified, fluorescence, four-wave mixing, and residual occupation of
the storage state, are effectively eliminated. Collisional fluorescence during read-in or
read-out might still occur. This possibility is addressed in both [206], who note that a
detuning can be used, and [207], who state that they minimized it by leaving plenty of
time after pumping for the excited state to relax. Although both are operated with
detuning, no narrowband spectral filtering is used in either implementation to achieve
the low noise. Moreover, the physical limit to the bandwidth in this scheme is now
not given by how near another hyperfine state lies to |s〉, but by how near another
orbital state lies. In practice this means the limit will be presumably given by the
control, either due to its bandwidth or available intensity, but the physical limit to the
acceptance bandwidth is increased by many orders of magnitude over lambda storage.
These advantages have given rise to a surprising application for hot vapors – the noise
performance is so good in ladder memories that storage therein, application in mind
now called a noise-free buffer by the authors, could improve the indistinguishability
of photons from a quantum dot at a lower brightness cost than conventional filtering
schemes [209].

2.1.6 Beyond Three-Level Systems and Nuclear Coherence

In terms of three-level atoms we have now almost exhausted the possible configurations.
The inverse of the Λ-system, the V-system, remains, but this type does not seem to offer
notable advantages. Instead it inherits the lifetime issues of ladders and most of the
noise issues of lambda systems. In four-level N-systems, with two applied control fields,
a memory interaction based on electromagnetically induced absorption (EIA) begins
occurring which was only recently studied in greater detail [210]. Five level M-systems
and beyond are home to all kinds of laser induced coherence effects including EIT,
EIA, and coherent population trapping, but also to higher orders thereof analogously
named EITA, EITAT, and so on [211]. These do not seem to have been studied in
the context of storage explicitly. Rather than speculating, I want to briefly mention a
particularly interesting “extension” to light storage in three-level atoms, the transfer of
a stored electronic spin coherence to a nuclear spin coherence.

Nuclear spin coherence times tend to be significantly longer than electronic ones.
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The electron shells shield the nuclei from the environment, and their response to
magnetic fields is a factor 103 weaker. We briefly encountered this fact with the 6 h

lifetime record [139] achieved in a CRIB memory with optically addressable nuclear
spins. In mesoscopic systems as well, quantum dots in particular, reversible mapping
between electronic and nuclear coherence via spin-exchange has been proposed as a
method for creating a long lived memory [212], but here the initial electronic decoherence
rates are faster than in alkalis and consequently the contextual notion of “long-lived”
still only implies timescales of seconds. These, and quite generally other nuclear
coherence times, particularly at room temperature, are dwarfed by those achievable
with the exceptionally well shielded nucleus of 3He. In 3He nuclear relaxation times of
thousands of hours and coherence times of 60 h have not just been observed, but due
to its wide spread scientific applications large quantities of highly polarized gas are
routinely produced, for example for magnetic resonance imaging of lungs [213]. In 2005
it was first proposed to use the same mechanism commonly used to polarize helium in
the first place, metastability exchange (ME) collisions, to transfer a squeezed state of
light via the optically accessible metastable triplet state 23S1, populated by electric
discharge, to the helium ground state [214]. Moreover, a scheme has been proposed to
map a Faraday interaction between light and metastable helium states to the ground
state via ME collisions [215]. This has direct relevance for quantum memory via a
continuous variable scheme [216, 217], a topic I have not discussed in detail previously8

but has seen successful implementation [219]. Finally, an interfacing mechanism based
on weak spin exchange collisions between alkali vapors and helium has been described
[220] and implemented [221], with an exchange time scale of a few milliseconds. The
implication is that in a vapor cell filled with an alkali and helium, first regular lambda
storage of light could be performed in the alkalis without requiring extremely long
lifetimes, after which the collisional interface with helium preserves the stored state for
hours in the helium ground state [222].

2.2 Review of Single Photon Sources

To open the discussion of single photon sources, we must first establish what a photon is.
Following Dirac, photons are theoretically conceived of as the elementary excitations of

8Implicitly, my exposition of quantum memories has considered the storage of discrete variables.
Information is encoded in where the photon is, e.g. spatial mode 1 or 2 (path encoding), its polarization,
which is cast as one of two orthogonal basis states, in its arrival time, which is discretized into late and
early time-bins, or perhaps in opposite orbital angular momenta, which are also discrete [218]. However,
as noted in chapter 1, the effective aspect of the quantum lies in stronger-than-classically-allowed
correlations, which leaves the door open for such correlations, squeezing, in continuous variables such as
phase or amplitudes quadratures. An analogy to the distinction between digital and analogue memory
lies close at hand, but ultimately escapes the scope of this review.

43



2.2. Review of Single Photon Sources

a quantized electromagnetic field [223]. This formalization of the notion of a single light
particle defines, via the choice of the quantized field mode k with frequency νk, that the
photon is a monochromatic excitation with the energy E = hνk. In practice, the object
of study usually seems somewhat different. It is the result of some physical process
understood to produce photons one at a time, but they are localized in spacetime and
thus not truly monochromatic. The solution to this apparent discrepancy is offered by
considering the coherence of the electromagnetic field, first-order coherence signifying
the occupation of a single mode even without it being monochromatic [224]. This
approach naturally allows for localized photon wave functions, wave-packets, and a
theory of photon wave mechanics. It should be noted however, that these are simply
different formalisms for the same quantum field theory, and that conversions are always
possible [225]. Considering higher-order field coherence produces a concrete set of
observable properties, the number statistics measured in correlation experiments, by
which the nature of a field can be categorized into groups like thermal light, coherent
light, and single photons [226]. Moreover, it is in these correlations that the quantum
usefulness of photons lies. Therefore, a compromise widely adopted is an operational
definition founded on these observable and essential properties: single-photon states
are those that produce the photon-number statistics of single photons when measured
with photon detectors [227]. Then more generally, a photon-number state is one with
an integer number of photons.

We can now imagine an ideal source of such single-photon states. It would emit
indistinguishable photons, one at a time and on-demand, with certainty (p = 1), no
chance of additional emissions, and at a rate bounded only by the duration of the
single photons themselves [228]. Moreover, the condition of indistinguishability should
apply to the photons emitted by physical copies of the source, i.e. it must be preserved
when scaling the number of sources [218]. For multi-mode or multiplexed sources
emitting many distinct photon modes, these conditions apply to each of the modes
individually. Given the ambitious assumption that the modes are practically separable,
an ideal multi-mode photon source is the same thing as many single mode sources.
From this defining idealization we can read off most of the appropriate figures of merit
for single photon sources. I will do this now, commenting on their significance in the
context of storing the single photons in memories where applicable. Then I will briefly
review three kinds of photon sources: atomic sources in the form of read-only memories,
mainly due to this platform’s similarity to memories, as well as quantum dots and
spontaneous parametric down-conversion (SPDC) sources in non-linear crystals, both
due to the attractiveness of interfacing these sources with our kind of atomic memory.
More comprehensive overviews of platforms are summarized in table 1 of [227] and
table 2 of [218]. The requirements various quantum applications set for these figures of
merit are collected in table 2 of [229].
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2.2.1 Figures of Merit

Single photons from some sources, for example SPDC or FWM, have spontaneous
processes at their origins. We can divide useful single photon sources into two types,
those that (in principle) generate photons deterministically upon a trigger, usually
isolated systems of single emitters, and those that generate photons probabilistically,
but in pairs. Naturally, only the former can meet the ideal captured in the term
“on-demand” in our definition, however if a spontaneously generated photon pair can
be split, then one photon can be detected to indicate the existence of the other. By
one convention,9 the photon that is detected is labeled idler while the other is called
signal. This process is called heralding. The technical implications of using such a
source are significant. Effectively, whatever apparatus the photon is to be interfaced
with must now be able to respond to a trigger from the photon source. The source
becomes the experimental master clock. Whether this requirement is acceptable at all
depends entirely on what the photons are to be used for. The distinction is therefore
less a figure of merit than a binary choice, either a heralded source can be used or it
can not. Simultaneously, it is important not to take the moniker of a deterministic
source too seriously, as it is not to imply that the probability of obtaining a photon
from the source upon a trigger is 1. The distinction this label is supposed to imply is a
different one, namely that the experimenter either is in control of when the photon
is emitted by the source (on-demand) or at minimum knows the time of emission in
advance, if a photon is indeed emitted. The latter can also apply to heralded sources
when they are pumped with sufficiently short pulses. For this reason it makes sense to
distinguish the figures of merit between these kinds of implementations. Note also that
a spontaneous photon pair source interfaced with an on-demand memory for photons
could be recast as a deterministic photon source.

Indistinguishability

Indistinguishability is the photon source counterpart to the memory fidelity, and
as in section 1.2.2 it can be defined as the quantum state overlap between photons
produced at different times or in different sources. For characterizing one or two
sources, the measure employed for this figure of merit is the Hong-Ou-Mandel visibility
we encountered in equation 1.13. The HOM effect can also be generalized to beam
splitters with n ports for tests of the indistinguishability of n photons [232]. On
the scale of multi-mode networks, so called Sylvester interferometers [233] have been
shown to enable near optimal indistinguishability tests [234]. Indistinguishability is of

9This convention is motivated as signal seems to be a more appropriate term for the photon we
want to do something with, and it is also the one followed by Boyd [230]. A common alternative is to
call the photon with the higher frequency the signal as in Powers and Haus [231].
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fundamental importance to ensure that quantum interference between these photons
occurs as expected by protocols extracting an advantage from entanglement, for instance
to enable the violation of a Bell inequality [235]. Practically, the operation of a storage
interface over time might also explicitly assume that every photon to be stored is the
same, for instance in setting a fixed frequency, duration, and intensity of the control
laser.

State Accuracy and g(2)(0)

Most generally, the output of a photon source can be characterized by a full quantum
state tomography [236] and the result can be compared to the single photon Fock
state. Fortunately, there are also simpler methods to check whether a source accurately
produces single photons. The analysis of light by its coherence properties [237] and
the identification of arbitrary states of radiation by their photon statistics [238] was
famously performed by Roy Glauber in 1963. The textbook by Christopher Gerry and
Peter Knight [65] presents most of the relevant elementary results, so I am once again
refraining from regurgitating everything here and will only present what I consider
essential to the later chapters. Crucially, the question arises whether a machine dubbed
single-photon source actually outputs single photons by our statistical definition. Upon
detecting a photon at time t, as a function of the delay τ until the next photon detection,
the second-order correlation function of the radiation field is

g(2)(τ) =
〈Ê(−)(t)Ê(−)(t+ τ)Ê(+)(t+ τ)Ê(+)(t)〉
〈Ê(−)(t)Ê(+)(t)〉〈Ê(−)(t+ τ)Ê(+)(t+ τ)〉

. (2.9)

Here Ê(+) and Ê(−) are the positive (absorbing, proportional to the photon annihilation
operator) and negative frequency components of the electromagnetic field, respectively.
For a single mode field, this reduces to

g(2)(0) =
〈â†â†ââ〉
〈â†â〉2

(2.10)

= 1 +
〈(∆n̂)2〉 − 〈n̂〉

〈n̂〉2
, (2.11)

as in equation 1.11 which is formulated in terms of detection probabilities. This
parameter yields two distinct possible indications of non-classical light, one being sub-
Poissonian statistics indicated by g(2)(0) < 1, and the other being photon antibunching
indicated by g(2)(0) < g(2)(τ). With these measures it can be experimentally quantified,
independently of losses, what the multi-photon component of the state is. Obtaining
g(2)(0) = 0 in a Hanbury Brown and Twiss experiment unambiguously indicates a light
field with no more than one photon. Mainly in the domain of solid-state sources, a
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popular name for this measure is single-photon purity (see e.g. [229, 239]). As what we
are describing is intended to be a source of single photons, and as the word pure already
does a lot of heavy lifting in quantum mechanics, I prefer the notion of single-photon
state accuracy to mean what is also called the “single-photon nature” [227] (both
terms and the scare quotes are used in this source). Concretely, g(2)(0) expressing
the relative probability of multiple photon emission to single photon emission has the
obvious interpretation as an inaccuracy in producing single photons. Like purity, state
accuracy thus refers to the measure approaching zero, but that there is one target is
more explicitly acknowledged even when the prefacing single-photon is omitted. In
the case of heralded sources, the relevant correlations involve three photons. Only
the correlation function between signals conditioned on the detection of an idler, g(2)c ,
can go to zero. In general, the details depend significantly on the heralded source
implementation. To get a taste of the specificity involved, consider that a complete
description of the photon correlations in a continuously pumped and cavity enhanced
SPDC source was published only recently in 2020 [240].

Efficiency

For deterministic sources, the efficiency can be conceptually divided into an excitation
probability and an extraction or collection probability. Some procedure, for example an
optical π pulse, is applied to the photon source, whereupon it should output a photon.
The excitation efficiency corresponds to how likely this procedure is to generate a
photon within the source. Before the generated photon can be used it has to come out
of the source. Excluding the special case of integrated optics on chips or in waveguides,
a reasonable standard for general usability is to have the photon come out of a single-
mode fiber. This is typically necessary for detection anyway, and implies that the
photon can be interfaced with anything that accepts a fiber input. The probability of
the photon coming out of this collection fiber upon successful source excitation is the
extraction efficiency. It is common to find this latter efficiency defined at an earlier
element, for example after the first lens [239]. This delivers no guarantee that only a
single spatial mode is considered, and leaves open the question of how these photons
now get to where they are needed, so I reject this approach. Together these efficiencies
yield an end-to-end efficiency, the success probability of the idealized “single-photon
button”.

For heralded sources the extraction efficiency requires some nuance. A single “arm”
of spontaneously generated single photon pairs exhibits thermal statistics [65]. The
relevant measure to obtaining a single photon is therefore how well the presence of the
signal photon is heralded by the detection of the idler photon. Notice the asymmetry
this implies – collection inefficiencies or losses in the idler arm negatively affect rates,
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but not the heralding efficiency. To optimize it, only the signal arm must be collected
as effectively as possible. Enforcing the same collection and usability standard to both
kinds of sources, the heralding efficiency is thus defined as the probability of having a
signal photon come out of a single-mode fiber leaving the source upon the detection of
the idler photon. The extraction efficiency of the idler in a heralded source can have
a small secondary effect on the state accuracy, determining how much uncorrelated
background is present in the signal arm relatively. After all, the loss of the idler to
condition the signal on leaves its statistics thermal.

For memories with readout noise the efficiency of a source is particularly important.
Every time the memory protocol is performed without a photon present pure readout
noise is added to the memory output. The bound which needs to be set depends on
the final application, and is minimally determined by the inverse signal-to-noise ratio
of the memory for an ideal input.

Optical Compatibility, Modes

The wavelengths and bandwidths of photon sources need to match the acceptance
parameters of what they are interfaced with. This observation seems somewhat trivial
considering that it also applies to, say, the dielectric coatings making mirrors reflective.
Of course what I am really thinking of concretely are memories implemented on
atomic and ionic lines. One possible option to ensure compatibility is to implement a
photon generation scheme using the same optical line the memory operates on. Solid
state sources of photons can, however, offer significant advantages in efficiency, state
accuracy, and photon rates. It thus becomes a fabrication challenge to match the
emission wavelength of the source materials to atomic lines, and an optical engineering
challenge to match the bandwidth – either directly, building the source in a cavity, or
through filtering the emissions. Frequency and bandwidth conversion schemes add to
the possible options.

Before specific measures to address this issue, photon sources can also be multi-
mode in a variety of ways. This is fundamentally undesirable as the modes make the
photons distinguishable. If multiple modes are to be useful they must be separable
physically and characterized by the figures of merit individually, i.e. one single-photon
machine reliably producing two separable modes of single photons is by our definition
actually two single-photon sources. I have already introduced single-mode fibers into
the efficiency definition enforcing a single spatial mode, as required by our conceptual
ideal. If the photons emitted by the source naturally are spatially multi-mode, then
this fiber will act as a mode filter, regularizing the efficiency to the desirable mode and
ensuring that our figures of merits measure the same property across implementations.
Spectrally multi-mode sources require the same treatment, for example using filtering
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etalons. Beyond a direct measurement with a sufficiently high resolution spectrometer,
an attest to the spectral mode purity of single-photon sources is whether the time-
bandwidth product of the photons is Fourier transform limited [241]. In heralded
sources a measurement of the unconditional (not-heralded) autocorrelation also yields
information about the mode number, the expected value in the low gain limit (see
section 2.2.4) goes as [242]

g(2)x,x ≈ 1 +
1

N
, (2.12)

where N is the number of modes and a result of 2 (thermal statistics) is expected for a
single mode.

Rates, Brightness

To quantify how many photons come out of a single photon source over time, various
definitions of rates and brightness are used. These vary across communities, and may
be given with normalization to the spectral width, pumping power in heralded sources,
or both. This can be useful for sources that are tunable over an operating range with
known and characterized relations between different figures of merit within that range,
for example and to first order, the pumping (laser) power in pair sources linearly scales
the rate of pair generation and g

(2)
c . Deterministic sources have clock cycles given by

the trigger or pulse rate. In this case brightness can be defined as the probability of
having a photon at the source output per clock cycle. Obscuring the clock cycle in
this measure is less than ideal in the context of interfaces, as this value needs to be
matched between systems. For spontaneous sources there is no external clock to make
reference to, so in that case the most useful metric is the rate of detected idler photons
per second, which directly corresponds to the required clock cycle of any downstream
interfaces from the source.

Multiplexing Capability

Heralded photon sources are subject to both practical and fundamental [243] limits to
their single-photon state creation probability, and generally speaking no single, real
source currently fits the ideal envisioned. At some point we have to wonder whether
the remaining insufficiencies really will be overcome with further improvements to
single devices, for there is an alternative. Real photon sources’ approximations of
ideal deterministic sources can be improved by multiplexing [244]. Approaches include
spatial multiplexing by building more sources or collecting different spatial modes from
one device, temporal multiplexing by storing the photons, and spectral multiplexing
by spectrally resolved detection of the idler. Switches are then used to combine the
multiplexed source’s output in a single mode. Due to the plethora of possible examples
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and necessary assumptions, I direct attention to table 1 for improvements achievable
through multiplexing, and table 3 for implementations of source multiplexing, in a
recent topical review [244].

2.2.2 Atomic Sources and Read-Only Memories

There are a multitude of processes that produce single photons in atoms, so they
have always been an obvious choice for a source of them. The earliest source of
photons with which experimental distinctions between classical and quantum field
theories were conclusively tested was based on an atomic cascade [245]. This test used
202Hg atoms, excited by electron bombardment, which decay on the cascaded system
91P1 → 73S1 → 63P1 to produce one green and one blue photon. Cascades in other
mercury isotopes, as well as one in calcium excited with krypton-ion and Rhodamine
6G dye lasers, were used in early tests of Bell’s theorem [246], including the famously
successful Bell tests by Alain Aspect et al. in the early ’80s [247, 248]. Sources based
on single trapped emitters saw development along with laser cooling and cavity QED
experiments [249], and are still achieving some of the better state accuracies around
[250], albeit at comparatively low rates and efficiencies. Modern atomic pair sources
also include ones based on spontaneous four-wave mixing in ensembles [251, 252]. These
sources make the best atomic analog to spontaneous parametric down-conversion sources
in non-linear crystals, and when the latter is performed in cavity for compatibility to
atomic lines the efficiencies and rates become quite comparable, but without either
achieving the state accuracy of isolated single emitters. Moreover, atomic sources are
usually compatible with other systems composed of the same kind of atoms without
additional work. Finally, as atoms of a kind are identical, they are also at least capable
of emitting identical photons, if the generation process is sufficiently noise free.

The most famous modern atomic photon source, and a fairly unique one at that,
is that which is now commonly called the read-only memory [253]. It features in the
Duan-Lukin-Cirac-Zoller (DLCZ) scheme for quantum repeaters and long distance
quantum communication [254], and has thus become the staple example. This kind
of source is heralded, but with a variable delay of the photon emission achieved as
follows: The write process occurs through Raman scattering of a laser pulse in a
lambda-scheme, which is described earlier in this chapter. After a first scattering
event, a Stokes photon heralds the creation of an atomic excitation. The source, acting
just like a memory except for the fact that the ground state spin wave was prepared
spontaneously through scattering as opposed to deterministically read-in from a signal
photon, is now ready. A read pulse can convert the spin wave into a photon on-demand
within its lifetime. Implementations quickly followed the DLCZ proposal [255], and,
as the archetypal system, they were also at the heart of a demonstration of a fully
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heterogeneous quantum interconnect a few years ago [256].

2.2.3 Semiconductor Quantum Dots

Semiconductor quantum dots are nanoscopic structures consisting of one semiconducting
material with a small bandgap, embedded within a different host material with a larger
bandgap. The most widely investigated optical QDs at time of writing are made by
depositing InAs or InGaAs on GaAs. The lattice mismatch causes strain, leading to
the formation of small islands in a process called Stranski-Krastanov growth [257], or
alternatively “self-assembly” [258]. These are then capped with more GaAs producing
highly localized potentials for charge carriers due to the difference in the materials’
bandgaps. Even a simple model of a finite, 1D square potential, supplied with realistic
length scales (10s of nanometers) and the effective electron mass of the material, can
accurately predict the existence of a small number of bound states in these dots. These
can be addressed with optical dipole transitions promoting an electron from a valence
level into a conduction level and leaving a hole in its place. The result resembles a two
level atom with a ground state consisting of full valence and empty conduction levels
and an exited state of one such electron-hole pair, which is called an exciton. The
described layers are often embedded in a semiconductor heterostructure, which may be
gated for electrical control – for example to load a single electron into a conduction
level before optical excitation producing a charged exciton, or to shift the energy levels
by the Stark effect. The resonant wavelength of these quantum dots can be controlled
in the range 900 nm–1200 nm by annealing after their growth [258]. Other materials
and growth methods exist. Of particular interest to alkali interfacing projects are
dots made by etching nanoscale holes in AlGaAs and letting GaAs diffuse into them
before capping, as these dots emit around the rubidium D lines [259]. As fabrication
techniques for these GaAs/AlGaAs, from here on “Rb-like”, dots are newer, and the
dots themselves are not quite as commonly investigated as the longer wavelength ones,
not all techniques for maximizing the figures of merit developed in “conventional” dots
have been implemented in Rb-like ones. Interfaces with atoms are of general interest,
and delaying light is a classic experiment demonstrated in Rb [260] but also Cs interfaces
with conventional dots [261, 262]. Nevertheless the systems are sufficiently different
that it is worth distinguishing between them until we know how their performances
stack up.

Typical radiative lifetimes of quantum dots are around 1 ns, and their bare count
rates have an edge over other solid-state single-photon emitters with similar lifetimes
comparatively reviewed in [229]. This is despite the fact that a recurring difficulty is
posed by the high refractive index of GaAs. It leads to a probability of only about
2% for photons to exit the semiconductor from one end facet [239]. To improve upon
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this, the dots’ environment can be engineered by embedding them in an optical cavity
or waveguide. Table 1 of [239] collects fairly recent state-of-the-art performances
of quantum dots using many different kinds of photonic structures to enhance the
collection efficiency. Dots in microcavities have achieved particularly impressive end-
to-end efficiencies including fiber-coupling, which is the most stringent metric among
the ones commonly reported for the efficacy of light collection from quantum dots,
and the one directly relevant to their interfaceability. Quite recently for instance, 57%
end-to-end efficiency at a 1GHz rate has been achieved with a conventional, gated
quantum dot strongly coupled to an optical microcavity [263]. Attempts at similar
schemes in Rb-like quantum dots are not as far along in terms of the figures of merit,
but microcavities have been successfully used in such dots as well, increasing the
extraction efficiency 10-fold in [264], for instance.

I think there is good reason for optimism with regards to the efficiencies of Rb-like
quantum dots reaching par with those of conventional dots. Many techniques from
conventional dots have seen direct transferal or adaptation to Rb-like ones. Take
electrical control, which has long been implemented in conventional dots [265]: both
for tuning the emission frequency and to help achieve transform limited spectral
performance which crucially depends on overcoming noise [266]. Until recently Rb-like
dots usually relied on strain to achieve frequency tuning [267], but transform limited
performance was sometimes found under such conditions [268, 269]. This was not
the typical result across varying samples however, and dots often had problems with
blinking. Recently, however, the gap has closed with a Rb-like dot embedded in an
n-i-p-diode [270], granting both frequency tuning by gate voltage and reliable spectral
performance by effectively eliminating charge noise. Similarly, some control over the
emitted waveform by shaping the excitation have been reported in conventional dots for
longer [271], but an implementation in Rb-like dots using Raman scattering also shows
convincing shape control [272]. In a nutshell, there seems to be no reason for techniques
based on photonic or semiconductor engineering, or quantum optical schemes, not to
work just as well in Rb-like dots.

This leaves open the questions of indistinguishability and state-accuracy, and here
Rb-like quantum dots shine particularly brightly. The best, current state accuracy result
for single-photon sources generally, g(2)(0) = 7.5× 10−5, was the product of a Rb-like
dot [273]. In conventional dots, the photon indistinguishability from one dot can exceed
99% [274] and can be improved further by Purcell enhancement though placing the dot
in a cavity. Implementing this technique, a single, multiplexed, conventional quantum
dot achieving 93% indistinguishability has been used to run N = 5 boson sampling
[275] (more on this application in section 2.3.3). Measured indistinguishabilities from
remote conventional dots are usually low [276]. Cavities have also been used to improve
this figure, but generally still yielded values below 50% [277]. A phonon assisted
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technique in remote Rb-like dots managed to just beat this threshold a few years ago
[278]. Since then, near unity indistinguishability from a single Rb-like quantum dot was
found shortly after the above state accuracy result [279], and has now uniquely been
found to be achievable with photons from remote dots (93%), even without cavities,
due to the extremely low noise levels obtainable by gating [280].

2.2.4 Spontaneous Parametric Down-Conversion

Spontaneous parametric down-conversion (SPDC) is a χ(2) (three-wave mixing) process
by which a high frequency photon from a pumping laser is converted into a pair of
lower frequency photons in an optically non-linear crystal [230, 231]. It is possible
to make this process occur degenerately, but this requires greater control and offers
no advantages in our envisioned scenario so I will not discuss that case further. We
consider therefore the conversion of a pump photon into two distinct photons, labeled
signal and idler, related in frequency so as to conserve energy,

ωpump = ωsignal + ωidler. (2.13)

The wavelengths accessible by this technique extend from the visible to the mid-infrared,
and sources can be tunable over 100s of nm [281]. The simultaneous conservation
of momentum, essential to making the process occur with meaningful probabilities,
may need to be enforced with a trick. This is because frequency dependent dispersion
(n = n(ω)) in the non-linear medium can lead to a wavevector mismatch ∆k. One
solution among many is periodic poling, that is, alternating the crystal orientations
with a period Λ = 2π/∆k, producing so called “quasi phase-matching”. The typical
length scale of Λ is on the order of 10 µm. As the refractive index also depends on
polarization (crystal axis direction), how the phase-matching condition is fulfilled
determines whether the signal and idler photons have parallel (type-I) or orthogonal
(type-II) polarizations. Crystals prepared in this manner are commercially available,
as are entire turn-key sources for a handful of applications. What pumping frequencies
will produce the desired signal and idler frequencies can be modeled using Sellmeier
equations [282]. These conservation laws are the origin of the strong correlations in
the produced photon pairs across their degrees of freedom.

SPDC sources are comparatively simple photon sources in terms of their experimen-
tal complexity. When pumped continuously they are probabilistic sources, requiring
the detection of an idler photon to herald the presence of a signal photon. When
rates are of lesser concern, it is possible to pump the crystals with pulses producing
pseudo-deterministic output.10 Moreover, their properties are amiable to tailoring, and

10In an interfacing experiment it is then possible to treat the source as deterministic using the
pumping pulse as a clock and post-selecting the experiments in which an idler photon was detected.
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although there are always trade-offs, the relations between different figures of merit
are predictable enough that a meaningful design optimization can be performed. As
a baseline, let us first consider bulk crystal experiments, where the down-conversion
process can produce very high heralding efficiencies, ηh > 95%, and sufficient brightness
that multiplexed sources achieve multi-photon rates similar to those achieved with
multiplexed quantum dots – compare [283] to [275]. Unfortunately photons from such
sources have bandwidths of a few nm and are thus not suited for interfacing with
atoms. To narrow the emission without discarding most of the photons in an absorptive
spectral filter, the non-linear crystal can be pumped within a cavity resonant to the
desired signal and idler frequencies [284, 285]. This way sources at various useful
bandwidths have been achieved, be they narrower than 1MHz [286], a few megahertz
[287], or 100MHz [288]. External cavities around the non-linear crystal lead to losses
at the surfaces and wavefront deformation that limit the coupling efficiency to single
mode fibers. This can be addressed with a monolithic cavity approach, i.e. polishing
and dielectrically coating the crystal itself. As performance then depends sensitively on
the quality of the polish and coatings it is difficult to make generally valid statements,
but I will discuss a specific case in chapter 4.

The state ideally produced by SPDC sources is a two-mode squeezed state of the
form

ρab = (1− p) exp
(√

pâ†b̂†
)
|0, 0〉 〈0, 0| exp

(√
pâb̂

)
, (2.14)

where â and b̂ are the bosonic operators of the two modes and p is the pair generation
probability. Expanding the exponential in the limit of small p yields

ρ ≈ (1− p)2 |0, 0〉 〈0, 0|+ (1− p)p(|1, 1〉 〈0, 0|+ |0, 0〉 〈1, 1|) +O(p2), (2.15)

whereupon the detection of a photon in one of the modes (heralding) traces that mode
out of the state. This equation immediately reveals the inherent trade-off between state
accuracy and rates. The pair generation probability is determined by the pumping
power. This sets both the rate of pairs and the rates of multiple pairs, which add
a multi-photon component to the heralded single photon. It is also possible for the
conservation laws of the process to be compatible with multiple signal/idler frequencies
simultaneously, which results in multi-mode emission. In this case spectral filtering of
the idler photon can be used to produce a heralded single mode.

2.3 Overview of Applications

Ultimately, the role of both single photon sources and quantum memories for photons in
the broader technological realm is that of device primitives. Together they can generate,
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buffer, retime, and facilitate the coherent manipulation of photonic signals. When
memories and photon sources are called enabling technologies, those are the things
enabled. As this equates to basic control over the signals, the devices are important
generally. A review with an eye on applications summarized quantum memories and
photon sources, along with frequency converters, quantum random number generators
(qRNG), and photon detectors as the essential components underlying the construction
of photonic quantum technologies [50]. Nevertheless, there are plenty of examples
where interfaced sources and memories already constitute the totality of the useful
device, so it is possible to get a little more concrete. In particular, I will touch on some
use cases from the fields of communication and information processing.

2.3.1 Quantum Communication: Infrastructure Projects

Quantum communication encompasses everything involving the transfer of quantum
states between places [289]. The underlying methods are prepare and measure protocols
[290] using pairs of conjugate states, and entanglement protocols based on quantum
state teleportation [291]. The former method assumes that the created states are
known and is thus dependent on the apparatus, while the latter approach is device
independent. Generally, the resource that enables this kind of quantum communication
is entanglement shared at a distance. In transmission this typically means entangled
photons, although the entanglement may be shared between other objects at other
points in the protocols. Connections between two systems have become quite flexible,
with a proof-of-principle experiment demonstrating just how heterogeneous connections
could be and still transfer states with high conditional fidelity a few years ago [256].
Therein a cold Rb ensemble is interfaced with a rare-earth ion doped crystal via
telecom fiber, frequency converting twice. Although the overall efficiency was quite
small due to losses, the only significant fundamental loss identified originates in silica
fiber absorption at the theoretical limit. At the state-of-the-art, interfacing tools have
started functioning, and they will be optimized into greater functionality over time,
but even then the underlying problem will not be solved. There is always loss, and
due to these channel losses, as well as the impossibility of classically understood signal
amplification (no-cloning), the effectiveness of entanglement distribution necessarily
scales poorly with the remoteness of the involved parties. The best possible performance
for point-to-point quantum links has been quantified in terms of fundamental limits
[292]. Both terrestrial, fiber-based links [293] and satellite-based links in space [294]
ultimately find their rates limited by loss over distance. To improve upon these limits,
quantum repeaters [295] must be used.

The field of quantum repeaters has many facets, including all-photonic protocols, i.e.
repeaters without memories [296]. That said, simple repeater protocols pursuing the
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goal of improving over direct transmission with experimentally accessible techniques
overwhelmingly rely on linear optics and atomic ensemble based memories working
in concert [52]. Minimally at the nodes of the communicating parties, memories are
conceptually nigh indispensable to enable further processing. The DLCZ protocol
[254] is probably the most influential proposal in this domain. The basic idea of
this kind of repeater implementation can be summarized as follows: Consider a
network consisting of N nodes, where the distances between the neighboring nodes are
small enough for effective point-to-point entanglement distribution, but too great for
viability thereof between non-neighboring nodes. Entanglement is first created between
the short distance links for which the process is still efficient. The entanglement is
stored in local memories until all the nodes in between the two remote nodes wishing
to communicate have established shared entanglement with their neighbors. Local
entanglement swapping [297] operations at the intermediate nodes then distribute the
entanglement over the full distance. A particularly efficient repeater architecture relies
on single photon sources and compatible quantum memories [51]. Therein each node
consists of a deterministic single photon source and a quantum memory. Entanglement
is established between the nodes A and B by having each party generate a photon and
send it through a beam splitter. At both nodes, one mode after the beam splitter is
stored in the local quantum memory, while the other is sent to a remote central station
for a Bell-state measurement. Upon detection of one photon at the central station,
the resulting state consists exclusively of a vacuum term and a term proportional to
the entangled memory state |Ψ〉 =

√
2
−1

(|1A0B〉 + |0A1B〉) representing one photon
stored in one memory. This approach avoids an error term corresponding to two full
memories present in schemes using pair sources, which competes against operation at
a high rate. A real system has to optimize the ratio of its beam splitter for losses to
maximize the success rate. Later, to perform Bell tests with path entangled states,
a displacement operation can be used as measurement setting [298, 299]. A parallel
approach to high repeater rates pursues multi-mode operation [148]. The effective
difference is that multi-mode repeater protocols can be attempted with every mode
simultaneously, dividing the time it takes to establish entanglement by the number
of modes. Multi-mode approaches are highly varied and include spatial multiplexing
[300], wavevector multiplexing [301, 302], and spectral multiplexing [303].

There is a simple way to summarize what the quantum repeater does – it uses
a memory to overcome a timing problem. The core on which the rest of quantum
communication builds is a series of protocols that are practically facilitated by memories
in this same way [55]. Entanglement purification [304] is another example of a scheme
to facilitate the establishment of shared communication resources. The goal therein is
to produce stronger entanglement by reducing the number of states. For a concrete
example let us consider conversion of a large number of weakly polarization-entangled
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photonic pair states shared by parties A and B, which might be what they actually end
up with after an attempted entanglement distribution using photon pairs, into a smaller
amount of approximate polarization Bell states. This distillation can be accomplished
using linear optics. Each party overlaps their halves of their shared pairs on a diagonal
polarizing beam splitter and detects one of its modes [305]. One probabilistically
obtainable result, after the parties share their measurement results with each other, is a
more strongly entangled pair. This is an example of a protocol using what I previously
labeled LOCC, local operations and classical communication. For something like this
to work at scale and at a distance, timing control over the photon pairs must be
established – after all they need to be precisely overlapped pair-wise. Practically, they
will also need to be held while the parties share their measurement results, which is
also true for any communication protocol requiring multiple rounds. Most importantly,
however, if the parties can store their successes they do not need every round of the
protocol to succeed simultaneously, and the improved scaling is immediately evident in
implementations [306]. Similar success rate enhancements by using memories apply to
diverse LOCC protocols beyond ones facilitating communication, some more examples
given in [55] are continuous variable cluster state quantum computation and quantum
illumination.

2.3.2 Quantum Communication: Cryptography

The field of communication’s theoretical concerns are generally about more than
just how to transfer information. Communicating parties may want to enjoy certain
guarantees with regards to the information exchange, perhaps that it is secure against
eavesdroppers. To be able to make such guarantees cryptographic protocols are used.
Encryption to protect secrets is baked deep into cryptography’s history, and so are other
protocols designed to produce desirable attributes like anonymity or the certification of
identities, records, or even randomness. Activities enabled by these protocols include
war, a free press, an electronic economy, airplanes that do not stall and kill their
passengers when one of their instruments faults, and gambling. Like most technology,
it has its ups and downs. Quantum communication addresses all the same questions
and problems that are tackled with classical cryptography, just with the exchange of
quantum information. The most significant promise this approach makes is to lay the
foundations of security in the laws of physics.

The first schemes of quantum cryptography came in the form of protocols to
generate symmetric secret keys [307]. They form a group of experiments categorized by
their assumptions on implementation devices called (measurement device independent)
quantum key distribution or (MDI)-QKD, which have become increasingly practical in
the last decade [308, 309]. Symmetric secret keys are cryptographic primitives that
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can be used in a variety of protocols like encryption and authentication. Secrecy is a
relative quality and any quantitative measure of it must consider both the probability
of the secret being intercepted and the probability of later decoding. The highest
standard of secret is that based on physical security, as the probability of interception
can be limited with force and the probability of decoding can be made zero. A way
of doing this is for communicating parties to share two code-books, each containing
a copy of a one-time pad of random numbers,11 then maintain a physically secured
chain of custody of the code until it is destroyed after use. The involved logistics are
difficult, especially in scenarios like communicating with anonymous strangers, and
because the code is consumed by the protocol (security is only maintained if it is
used just once) it is a resource that requires periodic renewal. Yet such a symmetric
code is a resource immediately available through what I just labeled the “quantum
communication infrastructure projects”. Using the entangled photon pair established
by the means of the previous section, the two communicating parties can generate a
key by violating a Bell inequality with their shared state. Their degree of security, or
the chance of having been eavesdropped on, is then physically bounded by the violation
they observe due to the monogamy of entanglement. The parties can then sacrifice key
rate for security via privacy amplification [312] to reach an arbitrarily low chance of
having been spied on. There are some variations in the details of different protocols, so
this is just an example. The general result is that there are means to securely expand
shared one-time pads between parties remotely, after a one time key expenditure to
authenticate their classical communication.

The QKD protocol is not invulnerable. A motivated hacker might find a weakness in
a real device where the theoretical security breaks down and leaves room for undetectable
wire-tapping of the secret key [313]. A brazen hacker might even manipulate the secret
key with diverse methods, including damaging the photon detectors of a communicating
party with a laser [314]. The ultimate security is therefore necessarily subject to
evaluation against the feasibility of attacks requiring a little field work [315]. In security
schemes generally, from bike locks to armoring, the outlandishness of the attacks that a
system can resist is called its hardness. A destructive approach to vulnerability testing is
a fruitful way of developing countermeasures, but these kinds of problems are not special
to the quantum case. What is different to the case of classical computer cryptography

11Properly, as its reliable generation is not trivial, randomness itself should be treated as a resource
with a cost. To avoid too much of a tangent on the matter, I invite the reader to leave aside concerns
about the principally deterministic nature of tossing coins, rolling dice, and spinning roulette wheels,
and to imagine the randomness I postulate in this chapter to emerge from their favorite physical
process producing outcomes that are unlikely to bankrupt a casino when treated as random. More on
the usefulness of random numbers and novel techniques to obtain them can be found in a review on
quantum random number generation [310]. Further, a short but interesting section on dealing with
imperfect randomness in QKD protocols is contained in [311].
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over the internet is that once it is shared, the quantum secret is secured by information
theory.12 All the risk occurs at once and, combining privacy amplification and a risk
analysis to the dangers of a physical attack, a tolerance bound can be set. In the
cryptographic schemes in common use for securing telecommunication data today, the
quality of the secret is evidenced by the computational complexity of a cryptographic
algorithm. The typical example demonstrating the dangers inherent to such schemes is
RSA public key cryptography, which relies on the computational difficulty of factoring
large primes. While it is not feasible to do so yet, this cryptosystem is efficiently broken
by a quantum computer running Shor’s algorithm [316]. A recent run-cost analysis
thinking of superconducting qubit implementations calculates requiring just 1.4× 104

logical qubits to factor 2048-bit RSA in 8 hours [317], estimating 2× 107 physical
qubits would be required using some qubit quality assumptions and surface codes for
error correction [318]. Naturally, the required assumptions about future qubits put
large uncertainties on the exact numbers, but given a couple more decades this scale is
at least conceivable. For data with long term value, medical or genetic data, or data
legally requiring protection like census data, this is a relevant security risk today as
the encrypted data could be harvested now and decrypted in the future. This is not to
imply that all standard cryptography based on computational complexity is doomed to
fall to quantum computers [319], even if they are scaled up along the lines of the most
optimistic predictions. For many kinds of problems quantum computers have no known
(advantageous) algorithms or only quadratic advantages over classical algorithms,13

which puts into doubt that they are a more practical approach to cryptanalysis
generally [320]. Computational schemes with resistance to quantum cryptanalysis
[321] in mind are called post-quantum cryptography [322] and the National Institute
of Standards and Technology is well underway to standardizing quantum-resistant
public-key cryptographic algorithms [323]. These observations are not at odds with
each other because the of difference in the underlying security mechanism and required
implementation effort. Once again we arrive at a case of different tools for different
jobs, practically to be selected by risk or cost-benefit analysis.

There are many further quantum communication protocols, usually carrying the
promise of information-theoretic security. Examples include authentication, which is a
guarantee that a sender is who they say they are. If the guarantee is transferable, then

12Information-theoretical security is also granted by a cipher made from a physically exchanged
one time pad and is sometimes called “unconditional” security. This term was born out of contrast
to the security provided by the expected maximum expenditures an attacker could bring to bear on
breaking a key, i.e. it refers to security proofs willing to assume an attacker has infinite computational
resources. Given a holistic view, it is surely a poorly chosen term for any real system, notwithstanding
underground bunkers. In [308] an explicit list of the conditions on “unconditional” security is given,
and the impossible concept of a security beyond all conditions is labeled “absolute” security.

13At https://quantumalgorithmzoo.org/, a comprehensive catalog of quantum algorithms is main-
tained.
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it is a signature. Secure quantum authentication of a message requires communicating
only one qubit [324], and quantum signatures implemented directly [325] can compete
with signatures generated from QKD produced shared key. This is always a good
baseline to compare a specific quantum protocol against, as any cryptographic protocols
based on a symmetric key obtained from QKD in this way inherit its security. In a
similar vein of tasks, fingerprinting is a protocol used by two parties to anonymously
verify that they belong to the same group. The quantum protocol is exponentially
more efficient in information communicated than is possible classically [326] – a bound
violation that has been demonstrated [327]. These efficient results do not necessarily
imply that these protocols will replace their classical counterparts, just that they are
cheap in a quantum network.

Practically scaling protocols to larger numbers of involved parties is also investigated.
Recently an anonymous and secure four-party quantum communication protocol could
demonstrate key rates around 10−2 bit s−1 [328]. An advantage of anonymous quantum
protocols is once again information-theoretic security [329]. This avoids the common
classical work-around of parties trusting their privacy to commercial proxy services or
virtual private networks, or even to distributed proxy networks like TOR – more on
decentralized systems in the final section. Whether communicating parties can trust
one another is also a recurring delineation in protocols, particularly as to their difficulty.
Bit commitment is a prime example. This is a protocol that serves as a primitive for
coin-tossing between distrustful parties and two-party secure computation. A no-go
theorem proves that it is impossible to protect the envisioned protocol against cheating
information-theoretically [330, 331], even with quantum cryptography. However, a
later extension showed that quantum methods could bound the cheating [332], and
of course protocols under various security conditions were investigated as well. More
theoretical protocols seem to circumvent the no-go theorem by using quantum states
not covered under its assumptions [333]. For a more detailed overview of the landscape
of implementations, the recent review by Xu et al. [309] contains expansive tables of
experimental demonstrations of QKD and other protocols, including hacking. Typical
key rates of implementations listed therein, which depend on the quality of sources
and memories used even if the security does not, currently rarely exceed a few kbit s−1.
While this sounds a lot like quantum dial up, it represents an increase of at least four
orders of magnitude in a decade, and the road to Mbit s−1 key rates is steadily being
paved by increasing clock rates.

2.3.3 Quantum Computing Optically

Optical quantum information processing (QIP) has been known to be possible in
principle for a long time. Optical models of the universal and reversible Fredkin, or
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controlled swap, gate have been known since the eighties [46], but require a cross-Kerr
nonlinearity. Due to a confluence of weak interactions and noise, implementations in bulk
material still seem just out of reach over 30 years later [334]. Instead proposals for non-
linear gates using atoms in cavities [335, 336] or atomic ensembles [337, 338] have gained
some traction, and often resemble previously discussed memory systems [338, 339].
In the year 2000 two influential methods for linear optical quantum computing were
proposed. The circuit scheme uses beam splitters and phase shifters for operations, also
requiring single photon sources and detectors [44]. The measurement-based scheme
[45] uses entangled states called cluster states [340] and runs programs via detection.
These schemes are conceptually different yet have numerous similarities. Both gain
the nonlinearity required for universal computation through photon measurements,
and both are probabilistic, with similar resource costs scaling their success rates [341].
Indeed efficient scaling of probabilistic gates generally relies on repeater like protocols
and heralding [342, 343]. In all scenarios, photon-atom interfaces can play important
roles [218, 344].

Due to efficiency requirements, many single photon sources used today are heralded.
These devices are at the heart of optical QIP, yet they, and the computation itself in
these linear schemes, are both probabilistic. A synchronization solution to the implicit
scaling problem for heralded photon sources using memories has been analyzed in
detail by Nunn et al. [59]. The rate at which N heralded photon sources, each with a
photon heralding probability p� 1, can generate a state of N coincident photons is
cN -coin = pN . In [59] the authors suggest equipping each source with a memory, capable
of storing its output photons with an efficiency η and for a lifetime τ . Assuming that
the output rate of the sources is limited by the photon bandwidth, and this in turn is
matched to the acceptance bandwidth δν of the memories, then the N -fold coincidence
rate is improved to cN -coin ≈ (pητδν)N by the synchronization procedure. This scenario
highlights the importance of the time-bandwidth product B = τδν. Synchronization
has begun entering the business of enhancing multi-photon rates [78, 345], but not at
scale and not with systems having base rates comparable to the multiplexed systems
discussed previously in section 2.2.4. A state of N coincident photons has an interesting
direct application in boson sampling [346]. A boson sampler is an interferometric circuit
of beam splitters and phase shifters that accepts such a state as input and measures
(samples) the output. While computational problems can be encoded in the circuit,
this analog computer is not believed to implement universal QIP or even classical
universal computing. Simultaneously, however, classical simulation of the circuit would
require calculating the permanent of a N ×N matrix with complex-valued coefficients,
which is unreasonably hard.14 Implementations have found success with laser written

14The authors doing the analysis in [346] claim, that it is easy to show that even approximating this
permanent is a ]P-complete problem. The evident motivation of constructing such a system is testing
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circuits [347], and the results of classical simulations can be used as benchmarks [348].
Using squeezed light as input, an approach called Gaussian Boson sampling [349], an
experiment with 50 identical squeezed inputs could recently be performed [350]. The
rates observed show a quantum advantage present in this result, but the comparison
depends on the classical simulation it is compared to. Where the ultimate boundary
therein lies is still being investigated, but the demonstrated advantage does not seem to
be as overwhelmingly large as initially claimed [351]. A recent, more detailed overview
of boson sampling and other optical QIP implementations can be found in [218].

2.3.4 Quantum Computing on a Quantum Network

No physical system attempting to implement quantum computation currently investi-
gated is free from technological limitations to its scaling. In many cases it is decidedly
non-obvious that it will simply be possible to cram more qubits on to chips akin to
what Moore divined for classical transistors [3]. Open “engineering problems” are
diverse across systems, from the space on a microchip to the thermal load induced by
control and read-out a dilution refrigerator can bare. Moreover, comparisons between
implementations are difficult because they ultimately must take computer architecture
into account [352]. The commonly envisioned solution to whatever scaling limitations a
single device type will ultimately encounter comes in the form of distributed computing
[353], and an interfacing standard has been proposed [354]. The idea, also called
telecomputation [355], is to perform calculations on a network of linked quantum
computers of whatever size is viable. A high level view of the layers such a scheme
requires is given in [356]. An important note is that in a scenario where processors
are being connected for scaling the computation, there is no inherent need for the
network connecting them to be particularly remote. The speed and interfaceability
of the communication devices would be paramount, but operational distances could
be kept to local area network scales. This would mitigate the issue of loss and the
importance of working at the telecom wavelength, as well as loosening the demands on
lifetime (but not on time-bandwidth product [60]) which would only need to be long in
comparison to the timing of logical gates, and not necessarily long in comparison to
a communication latency over distance. This opens up the field of systems directly
relevant to implementing networking without frequency conversion considerably.

A particularly interesting problem in distributed systems is that of getting the
components to agree on a shared reality relevant to the computation, i.e. having them
form a consensus. The issue arises in the presence of active sabotage, but also when
faults in the subsystems or communication channels lead to conflicting information

the extended Church-Turing thesis without building a full quantum computer. The thesis states that
a probabilistic Turing machine can efficiently simulate any realistic model of computation. A real
computing system intractable to classical simulation would prove the contrary.
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being sent around by a single node. An abstract description known as the Byzantine
generals problem is impossible to solve unless at least two-thirds of the networked
system functions properly, and insurance against a large number of faults, called
Byzantine fault tolerance, is classically expensive in required communication rounds
[357]. These are important considerations when lives are entrusted to computers, like
with autopilots, or for networks deriving a benefit from the consensus, like Blockchains
or TOR. Quantum Byzantine agreement protocols using high dimensional entanglement
can detect opportunities to form a consensus before attempting a broadcast [358], can
then immediately reach the more intuitive limit of consensus in the presence of any
saboteur or fault minority [359], and can operate in constant time [360]. These are
difficult problems with significant quantum improvements over classical resource costs
[361]. An established consensus can detect faults or saboteurs and repair or exclude
their nodes as applicable [362]. Small scale quantum schemes have been implemented
using four photon entanglement [363]. There are a few further approaches for defining
consensus in a quantum network, but summarizing literature is scarce. A brief overview
may be found in [364].

In closing this section I want to summarize the most relevant application context
for the ultimate experimental results. A heterogeneous photon source-memory interface
is presented in chapter 5. This system is particularly interesting with regards to
the applications requiring fast operation – local networks, synchronization, and QIP.
The memory implementation in hot vapor represents a relative simplification to other
systems, which opens up scalability via the proven route trod by vapor cell based atomic
clocks once the design is matured. The final time-bandwidth product demonstrated
is B = 250(20), with no significant efforts made to improve the lifetime beyond the
simplest limits identified in section 2.1.4. Indeed, were a photon synchronization
experiment as described in [59] attempted with it, some multi-photon rate enhancement
would be expected, although it would be tempered by the efficiency. This is despite
the fact that the experiment is a proof-of-principle of photon storage in hot vapor
ground-states and the first demonstration of a highly non-classical g(2) upon readout
in comparable systems. Simultaneously, it is important to acknowledge that the
requirements imposed on photons with regards to state accuracy, indistinguishability,
and efficiency for advanced applications like repeater networks or QIP are high [229],
and that they are not currently simultaneously met by any single system or interface.
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Chapter 3

Hyperfine Memory

The first principle is that you must not fool yourself
and you are the easiest person to fool.

Richard Feynman

This chapter discusses benchmarking experiments of a lambda memory implemented
with the hyperfine states of the 87Rb D1 line, characterized with weak coherent pulses.
The ultimate motivation behind this work is the goal of interfacing single photons
from solid state sources with an atomic memory in hot vapor. The main results are
published in [365],1 and are elaborated upon here. Many of the necessary improvements
and modifications to make a memory truly suitable for storing single photons were
elucidated by these results, and they served as a guideline for the necessary performance
of the photon source. In particular, we envisioned an interface with quantum dots
facilitated by an in-house collaboration. The state of these sources at the time is well
captured by the contemporaneous publication [272]. After these experiments in the
hyperfine memory, we concluded that more work was necessary to make the systems
compatible. This motivated the construction of the SPDC photon pair source tailored
to our hot Rb memory introduced in chapter 4, as well as to the revisions of the memory
that enabled their interfacing described in chapter 5, but let us start at the beginning.

1A note on credit: These experiments were performed in the first year of my doctoral studies. Janik
Wolters began work on the project before me, including some preliminary measurements which I do not
describe, and in particular he did the four-level theoretical modeling. The experiments I do describe
were set up and performed together with him. After five months we had characterization results we
thought were worth publishing, so I analyzed the data and he began writing the letter, reconvening
and collaborating on revisions and the review process. As such, the first-person plural in this chapter
generally refers to Janik and me, unless a wider context is obvious.
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3.1 Scheme and Implementation

The 87Rb D1 line between the electronic configurations 52S1/2 ↔ 52P1/2 consists of two
hyperfine split ground states and two hyperfine split excited states. Herein the total
spin takes on the values F ∈ [1, 2] due to this isotope’s nuclear spin I = 3/2. Including
the Zeeman degeneracies, this means the line consists of a total of 16 atomic states,
with polarization dependent transition strengths between them where dipole transitions
are allowed. The dipole matrix elements of these transitions are tabulated in [115], and
the relative strengths for all alkalis are diagrammed neatly in [366]. Nevertheless, even
armed with this information, this generates a lot more structure than we encountered
in the theoretical models of chapter 2. In the case of π-polarized light, for example,
the selection rules allow transitions between states with ∆F ∈ [0, 1] and ∆mF = 0,
unless ∆F and mF are both zero. Lambda systems formed with signal and control
in orthogonal polarizations are of particular interest for the purpose of combining
and separating these modes before and after the memory, respectively. An exercise in
counting for crossed linear polarizations reveals 15 possible two-level transitions which
form 6 lambda systems,2 see figure 7.1 in the appendix for an explicit diagram.

Recalling that EIT itself is a phenomenon of interfering absorption pathways that
occurs with just three levels, it lies close at hand that further interference occurs
and modifies the situation here. Due to the polarization dependence of the matrix
elements, in particular with regards to their signs, this is also the kind of analysis
required to formally determine which signal and control polarizations will even form a
lambda system. Having acknowledged this, let us consider the effective implications
for experimental implementation. Wanting to use the hyperfine states as they are,
let us assume that the Zeeman levels are neither resolved nor prepared, i.e. after
state preparation the atoms all occupy one of the hyperfine states but remain equally
distributed among that state’s Zeeman levels. Seemingly, we can immediately reduce
our analysis to the level of the effective dipole moments of a four-level system. The only
remaining, untreated source of potential destructive interference lies between the two
lambda systems involving different excited states. I will elaborate on the boundaries of
the case of significant destructive interference in section 5.1.1. For now, suffice it to say
that if the hyperfine states are well resolved a good choice of the detuning from the
excited states, ∆, should ensure that one pathway dominates. Moreover, interference
in the absorption pathways does not destroy the signal. Its effect can be understood as
a reduction in interaction strength and compensated for as such, e.g. by increasing the
optical depth through heating the atoms. For any chosen ∆ the effective strength can
be calculated.

2Fifteen and six, rather than eighteen and eight, due to those forbidden transitions of the form
∆F = 0, mF = 0, ominously foreshadowed by this footnote.
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The four-level system we are left with following this simplification is illustrated in
figure 3.1. The choice of polarizations, vertical for the signal and horizontal for the
control, is motivated by the better polarization extinction ratios of polarizing cubes
for horizontal light, polarization filtering of the strong control in mind. The chosen
roles of the ground states is the only sensible one, as if the signal were coupled on
F = 2 → F ′ many excited states that could absorb the signal would not couple to the
storage state. In contrast, this system appears to enable full EIT. These considerations,
including what I have said about interfering systems, were analyzed when the idea of
EIT memories was still very young [367], nevertheless setting the blueprint for these
choices. The catch, and contrast to [367], is that the atoms here are hot. While the
excited state hyperfine splitting of 814.5MHz may seem fairly large, it is in fact on
the same order as the Doppler broadening in Rb near room temperature, so it is not
possible to exclude any of the four levels from consideration even for narrowband
signals. We are forced to conclude that even in this scheme there is an excited state at
least off-resonantly available to the signal which is not addressed by the control, namely
|F ′ = 2,m′

F = 0〉. This is due to the aforementioned forbidden nature of transitions
with ∆F = 0, mF = 0. In other words, the signal can be absorbed without being stored.
The problem is perhaps more obvious when considering the Rb D2 line where the excited
state total spin can also be 0 or 3. Neither the F ′ = 0 nor the F ′ = 3 excited states form
lambda systems between the ground states as this would require ∆F > 1, but both
contribute to absorption. Unlike the analogously forbidden coupling of atoms beginning
in |F = 1,mF = 0〉 to |F ′ = 1,m′

F = 0〉, or even interference between different paths of
the storage process, the existence of a purely absorbing transition cannot be reasonably
compensated for in general terms. Indeed, it fouls the principle idea of simply “cranking
up” the memory efficiency by employing ever higher optical depth, as it represents
a photon loss channel that, by definition, scales exponentially with the OD. For this
reason we call absorbing transitions of this kind parasitic single-photon transitions.
When they are present, the working point of the memory ∆ and atomic temperature
must be chosen so that their optical depth remains small.

Let us now turn our attention to the required components to practically implement
a memory based on this scheme, targeted at the storage of broadband light from
solid-state single-photon sources. As discussed in section 2.2, one key advantage of
such sources are the rates and associated bandwidths. These however, are also less
naturally compatible with the typical paradigm of atomic physics, especially cold
atomic physics where the long trap and coherence times mean experiments neither
require nor particularly benefit from fast devices. To bridge the gap between the
convenient and slow CW diode laser and the fast time scales at play one possible option
is electro-optic modulation. Originating in a context where a microsecond is reasonably
fast, almost every single timing related element relevant to the memory experiments
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Figure 3.1: Hyperfine resolved, i.e. four-level, energy diagram of the 87Rb D1 line
and transitions involved in the memory experiments, omitting the 3-fold (5-fold)
Zeeman degeneracies of the F = 1 (F = 2) states. In the notation of chapter 2
we have |g〉 = |F = 1〉 and |s〉 = |F = 2〉. The vertically polarized signal to be
stored is detuned by ∆ from the F = 1 → F ′ = 1 transition, while the horizontally
polarized control laser is detuned by the same ∆ from the F = 2 → F ′ = 1
transition, ensuring two-photon resonance. The values of the hyperfine splittings
are taken from Steck’s collection of alkali D line data [115].

discussed in this thesis was eventually replaced. One choice we stuck with is to generate
optical pulses with integrated waveguides of lithium niobate (LiNbO3) crystals. There
are downsides to this approach – some of them become apparent in our experimental
results, and sometimes when they limit what is achievable they are reported on in the
broader literature [203]. Simultaneously they impart the full flexibility and much of
the capability of high-bandwidth electronics directly onto light at a fraction of the
cost of less naturally flexible, pulsed light sources. In particular, they make it possible
to generate the fast control pulses required to store photons with 100MHz–1GHz

bandwidth, as well as laser pulses that resemble the waveforms of the targeted photons
in their shape and bandwidth. Why do we even need the latter though?

Even if a single-photon source is readily available, single photons are simply too small
an amount of signal for the practical construction and maintenance of an experimental
setup. Therefore a simple, controllable signal test light source, a laser, is definitely
required, be it just for the purposes of spatial alignment on the free-space scale of an
optical table. Due to the wide and simple frequency and intensity tunability, as well as
standard laboratory practices to greatly ease its operation such as Doppler-free atomic
reference spectroscopy, it would be nice if this laser could serve as a passable substitute
for actual single photons from solid state-sources for the purpose of benchmarking the
performance of the memory directly. This requires two things. First is pulse shaping
to match the photon bandwidth as just discussed. Second is a method of calibrating
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the pulse intensity. Since lasers are sources of coherent light, the best we can hope for
is pulses that contain one photon on average, conveniently thought of as a coherent
state with amplitude |α|2 = 1. This calibration is essential for the validity of efficiency
and signal-to-noise measurements when testing the memory.

Generating the control pulse requires nearly the same modulation capabilities as the
signal, but with the opposite power requirements. Recalling equation 2.3, the acceptance
bandwidth of the memory depends on the control pulse Rabi frequency, practically its
intensity. To achieve sufficiently high intensity with a reasonably sized beam diameter,
amplification may be required. Here the qualifier “reasonably sized” is technically
a function of the vapor cell. Indeed specialty micro-fabrication of vapor cells has
played such an important role, for instance, in the technological development of atomic
clocks that it is easy to imagine advances in fabrication techniques revolutionizing
most elements of hot vapor physics. For memories, the important role of the optical
depth increases the difficulty of this task. The kind of geometry that is truly desirable
consists of a long and narrow cell, akin to the 300 µm×300 µm×10mm square channels
used both in memory [368] and opto-mechanical [369] experiments of the Polzik group.
However those vapor cells are the result of long standing collaborations with academic
experts of fabrication, still fairly short compared to typical, commercially available
spectroscopy cells, yet still not quite narrow enough that a diode laser would not
require amplification to achieve sufficient Rabi frequencies for the storage of photons
with bandwidths of 100s of megahertz. We therefore opt for control pulse amplification
and commercially available vapor cells.

This covers three essential components, the signal, the control, and the atoms.
The remaining requirements are pumping, i.e. preparation of the atoms in |F = 1〉,
and filtration of the intense control and induced noise from the single-photon-level
signal. I will now describe these components beginning with the pulse generation
separately before turning to the optical elements of each identified component. This
division of the setup into components is quite natural not only due to the separate
purposes, but because for the most part they congruently separate into self-contained
and independently optimizable building blocks connected by fiber links.

3.2 Pulse Generation

The natural waveforms of single photons from quantum dots rise sharply and fall expo-
nentially. From SPDC sources both the rise and fall of the waveforms are exponential
due to the heralding. The shapes of fully optimal control pulses depend on the signal
and can be complicated. Shape-optimizing simulations using our targeted quantum dot
photon waveforms as input revealed that in our case fully optimal control pulses most
closely resemble modulated log-normal distributions. Fortunately, as I will show later,
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optimization of Gaussian control pulses yields nearly the same memory efficiency, and
indeed optimization under a Gaussian constraint is common practice for broadband
memories [370]. Assuming near transform limited light, the targeted bandwidth range
of 100MHz–1GHz requires pulses with widths on the timescale of 1 ns, and a little
more temporal resolution would surely help with accurate shaping. In this experiment,
these pulses are generated from continuous wave diode lasers by means of electro-optic
amplitude modulators (EOMs) as they can achieve these speeds. The required voltage
pulses are generated with a fast arbitrary waveform generator (AWG), which also serves
as the experimental master clock.

3.2.1 Electo-Optic Modulators

Advancing rapidly to meet growing bandwidth demands, integrated LiNbO3 modulators
had established themselves as the go-to modulation devices for telecom applications
by the turn of the millennium [371]. While the demand for high quality devices at
non-telecom wavelengths is on a smaller scale, they have also become commercially
available in the intervening years. The principle of operation is simple. The refractive
index of LiNbO3 changes when a bias voltage is applied to it by the Pockels, or linear
electrooptic, effect. Simply put, the phase of light guided in LiNbO3 can be controlled
electrically. A Mach-Zender interferometer (MZI) made of LiNbO3 can thus be used
to modulate the amplitude of light passing through it by applying a voltage to an
interferometer arm. To achieve high modulation frequencies and bandwidths, a fiber-
connected, integrated design of these LiNbO3 MZIs is the standard. Waveguides of
the optically non-linear material are fabricated in wafers, whereupon electrodes are
directly deposited on the surface and patterned by photolithography. This extreme
proximity of the electrodes eliminates the need for high voltages, facilitating operation
at high speeds. To further halve the required voltages, typically an equal and opposite
phase shift is induced in each of the interferometer arms by arranging the electrodes
in a “push-pull” configuration. The voltage required to induce a phase shift of π is
called the half-wave voltage Vπ, and although manufacturers generally try to make
their devices transparent at zero bias the maximum transmission is usually achieved at
an offset voltage V0. In waveguides typical values of Vπ are a few volts, while in bulk
they are commonly 3 orders of magnitude larger. The optical power after an amplitude
EOM can be stated using its transfer function,

Pout(V ) = Pmin + (Pmax − Pmin)

(
1

2
cos

(
π(V − V0)

Vπ

)
+

1

2

)
. (3.1)

The maximum output power, Pmax, is determined by the power available before the
EOM, subject to the device’s damage threshold, and the insertion loss which is typically
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a few dB. Also note that LiNbO3 waveguides can be polarizing depending on waveguide
type. As ours are, this statement assumes that the light polarization is correctly aligned.
The minimum output power, Pmin, in turn is a function of the EOM’s contrast or
extinction ratio.

In all our experiments we use Jenoptik AM785 modulators. These devices tolerate
around 50mW of optical power, and biases somewhere north of the cautiously specified
±10V. Photorefractive damage, which LiNbO3 is prone to when guiding light shorter
than about 1 µm, accumulates over time, so operation at optical powers at the upper
end of the tolerances will eventually degrade the EOM. This manifests itself as greater
insertion loss and lower contrast than initially achieved. There is some variation in
the performance from device to device. Measured insertion losses fall in the range of
5 dB–6 dB, and extinction ratios are generally around 30 dB or slightly lower. When
measuring the extinction ratio it is essential to test the EOM in a time resolved manner
while generating pulses; the ratio measured when applying a DC bias manually (often
> 40 dB in these devices) can significantly overestimate the achievable performance
a short time after a pulse is generated due to ringing. Browsing the catalogs of
various manufactures of similar devices it is easy to find claims of significantly better
performance. From past experiences with EOMs before I began memory experiments,
I had already concluded caveat emptor, or let the buyer beware, when it comes to
claims of significantly higher extinction ratios or much lower insertion losses.3 The
test scenarios with which claims of extinction ratios are supported can be as extreme
as what is achievable for a single pulse after careful, manual optimization of different
bias voltages applied to multiple electrodes. Likewise, insertion losses are sometimes
misleadingly specified as just the absorption in the waveguide, without accounting
for losses coupling light into the waveguide via the fiber-pigtail. This is a deceptive
practice because LiNbO3 is highly transparent to NIR light, while fiber connections
to waveguides are often subject to a large mode-mismatch which inherently limits the
coupling efficiency. For more on LiNbO3 waveguides including details on the in-coupling
problem and mitigation strategies see [372].

From the transfer function, the method to generate optical pulses can be read-off.
The EOM needs to be continuously biased to the point of minimum transmission
at V0 ± Vπ, after which voltage pulses with an amplitude of Vπ can be applied to
generate similarly shaped optical pulses with the amplitude Pmax. Experimentally, the

3I mention this in part due to the contrast to my experiences with our present EOM supplier,
who provides specifications for realistic experimental situations and has always been responsive and
knowledgeable about what kind of performance we could expect in our use case. Inquiring on the
telephone a couple of years after this experiment about whether poorer performance we were seeing
was likely to be damage, we were met with frank surprise that the EOMs had lasted this long under
our operating conditions, as well as learning about the painful compromises RoHS compliance brings
with it.
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distortion induced by the cosine to the pulses’ peaks and tails are small and not worth
attempting to compensate for, possibly due to the limits of electronic pulse generation
at high speeds with our devices. As Vπ is a function of the pulse repetition rate, and
to account for the fact that slightly smaller peak voltages keep the EOM transfer
function in a more linear regime which could result in better behaved optical peaks, the
amplitude of the voltage pulse should always be optimized by measuring the optical
pulses actually generated. This is simple enough, however there are other complications.
The bias required to keep the EOM at its minimum-transmission working point for
pulse generation drifts. Three main physical effects are at play: temperature variation
induced drifts via the pyroelectric effect, photorefractive effects due to the guided light,
and longer term transient effects due to the applied bias itself (charges accumulate)
[373]. Temperature stabilization reduces these drifts, as does operating the EOM at
low optical powers, but neither mitigates the drift sufficiently to preclude the need of
active compensation to remain at the optimal working point on the timescale of a few
seconds.

Locking EOMs to the Optimal Operation Point

When operated at low duty cycles, i.e. when the desired optical pulse width is small
compared to the pulse repetition rate, EOMs can be held at the minimum transmission
point with lock-in techniques. This approach is used throughout the experiments of
this thesis, with one exception which I will explain shortly. I have not performed a
systematic investigation into how low the duty cycle has to be, so I can only say that
this technique still performed sufficiently well at the largest duty cycle investigated,
which consisted of a 1 ns wide exponentially falling signal pulse (see section 3.3.1)
generated every 400 ns. The technique is implemented as follows: After the EOM a
beam sampler, i.e. a glass plate without dielectric coating, picks up 1%–10% of the
light by Fresnel reflection and directs it to a photo diode. If the amount of light is
insufficient to make use of a regular diode’s dynamic range, then it is worth using an
amplified detector. In our case the Thorlabs PDA36A2 with up to 70 dB gain has
established itself in this role. Its signal is extracted via a lock-in amplifier so that it
can be stabilized to its minimum value. We do this digitally with a Labview routine
controlling a computer integrated National Instruments card (NI PCIe-6363) connected
to a breakout box (NI BNC-2090A) to produce the optimal bias. An inexpensive but
nevertheless needlessly capable amplifier (aim TTi WA301) is abused for impedance
matching. This slowly varying bias is then combined with the RF pulses on a bias-tee
(Mini-Circuits ZFBT-4R2GW-FT+) before reaching the EOM. The drifts are slow
enough that lock-in frequencies of a few kilohertz suffice. Lock parameters are optimized
with respect to the generated optical pulses. Drifts tend in the direction of the bias, so
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after some time the optimal bias approaches the maximal voltage that can safely be
applied to the electrodes. For ease of operation our locking routine then automatically
jumps by 2Vπ towards zero bias to target relocking at the next lowest bias optimum
of the periodic transfer function. Colloquially we call this a “turnover”. With some
tweaking of the parameters, the lock systematically catches this new optimum and
the operation is disturbed only briefly. At high optical powers turnovers can occur at
rates of one every 1min–2min, while at lower powers they are almost never necessary.
The relevant timescale of comparison is the experimental integration time. If it is long
compared to the turnover rate, then it would be appropriate to note them and exclude
the experiments performed before the EOM resettles, but this proved to be unnecessary
here.

If operation at low duty cycles is not possible, then the optimal EOM bias must be
stabilized some other way. In this experiment, the control laser simultaneously served as
the optical pump, resulting in a duty cycle just over 5/6. Our solution was to measure
the control laser in a time-resolved way, using a standard photo diode (Thorlabs
DET10A, 1 ns rise-time) and sufficiently fast oscilloscope (LeCroy Waverunner HRO
66Zi, 600MHz bandwidth, 12 bit resolution). The signal was sent to the computer
which produced an error signal by integrating manually selected “off” regions, again
via Labview, after which everything proceeded as above. This method is cumbersome,
provides only slow feedback, and occupies a rather good oscilloscope. At a later time
after the hyperfine memory experiments were concluded I tested an alternative method
where I switched the EOM to transmit for optical pumping by applying a fast sine-wave
to it, switching between it and the RF pulses with an electronic switch (Mini-Circuits
ZASWA-2-50DR+). As the low-duty cycle locking method is comparatively slow, and
the modulation is symmetrical about the optimal bias, it is possible to maintain a lock
in this manner. Unfortunately, the extinction ratio does suffer, and it is a much better
solution to optically pump with a dedicated laser.

3.2.2 Arbitrary Waveform Generator

A memory experiment performed with attenuated laser pulses is a deterministic
experiment in the sense of section 2.2.1. One device serves as master clock, defining
the experimental sequence by triggering and synchronizing the others. In the hyperfine
memory setup, this master device is an arbitrary waveform generator, the Tektronix
AWG7122C. This device is the heart of the experiment’s electronic control which
warrants it some description, as well as a few remarks on its principle suitability for
memory experiments. The AWG7122C is a massive, pricey, and very general purpose
device. With two 8 bit RF channels and four 1 bit markers it can fill the role of two
independent waveform or pulse generators and a high timing-resolution digital delay
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generator, all internally synchronized. The sampling rate of 12GS s−1 enables the
generation of fast, shaped pulses, and the implied shortest width τ = 1/12GHz ≈ 83 ps

is well reproduced. In particular, direct electronic measurement using a briefly borrowed
sampling scope (Tektronix DSA8300) yields Gaussian pulses with a full width at half
maximum of 86 ps for a programmed waveform consisting of a well isolated single
sample at full output4 (1 in 60 on, the rest off, repeated continuously). Moreover, it
was available on a long-term loan from the quantum dot side of our photon-storage
collaboration, allowing us to get started right away and defer the decisions on which
specialized devices to buy until we knew what was really needed. Over time we
proceeded to learn about the significance of the insertion delay of, jitter to, and
maximum rates of asynchronous external triggers, specifically in terms of compatibility
to heralded (probabilistic) photon sources – for details see section 5.2.1. In these regards
specialized devices perform much better.5 Further, to reach the required voltage output,
this being our EOM’s Vπ, external amplification is required. Specialized devices often
integrate their amplifiers when the targeted application warrants it, which is not just
convenient but increases the reliability of the specifications.

Due to the need for further electronic components before the RF signals reaches the
EOMs, in particular we use an amplifier (MiniCircuits ZX60-43-S+) to reach output
closer to Vπ and a bias tee (ZFBT-4R2GW-FT+) to add the DC offset for locking in
each channel, as well as the EOM response itself, we stick to optical characterization
of the experimental sequence and pulses detailed below. Nevertheless, this sequence
is conducted by the AWG, its marker outputs serving as triggers for further optical
switches (acousto-optic modulators), a start signal for the time-to-digital converter,
and if need be, gates for the photon detectors. To program the trigger sequence for
the markers and pulse shapes for the RF outputs we initially used a large collection
of LabView VIs, and I later built a more integrated GUI MatLab app to simplify
operation. Either way we can define the output by digitizing various pulse functions,
including Gaussian, Lorentzian, exponential, log-normal, quadratic, and rectangular
shapes. The widths and amplitudes can be set according to the device’s capabilities.
Once measured, the total insertion delay experienced by each channel and marker can
be compensated to temporally align the ultimate optical response. Communication
over VISA, and saving settings for documentation or later reuse is also implemented.

4This Gaussian limit of generatable short pulses motivates theoretically optimizing storage for
Gaussian control pulses. Other shapes will be well reproduced at ns timescales, but Gaussian pulses
will be the most accurate. We are also fortunate that the memory efficiency’s dependence on shape in
this sense is weak, an optimal Gaussian is almost as good as a fully optimal control pulse. Critically
this also narrows the parameter space for experimental investigation short of implementing a feedback
scheme.

5While I have not investigated the matter very far there seems to be an underlying trade-off at
play here with regards to the device record length (speed vs. space, the old battle first detailed in
section 1.1), and thus ultimately the general purpose manufacturers’ main customer demand.
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Figure 3.2: top Conceptual sketch of the hyperfine memory setup displaying
the division into fiber-linked components. bottom Photo of the setup. Without
particular optimization with regards to compact construction, the footprint of the
experiment is about 80 cm× 150 cm on the optical table plus a mobile rack mount
containing the electronics, including the AWG, oscilloscope, and computer, as well
as the detectors in a blackout box.

3.3 Optical Setup

The full optical setup of the hyperfine memory experiment is portioned into 7 fiber-
linked pieces to improve stability and operability. These are sketched in figure 3.2. A
photo of this experiment’s corner of the optical table is also included for a more complete
impression. The control and signal laser preparation stages, mounted atop a black
breadboard from a time before we had succeeded in claiming this space, dominate its left
half. The oven containing the vapor cell at the heart of the experiment can be identified
as the prominent cream colored box on the right, surrounded by the polarization
optics identified in the sketch. In the upper left background, the control amplification
stage (TA) and auxiliary elements can just barely be made out. Next to the table
on the upper right of the photo, a portion of the mobile rack housing the electronics
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Figure 3.3: Sketch of the signal pulse preparation before the memory and
characterization setup.

is visible. Finally, in the lower right foreground, the spectral filtration courtesy of
an etalon can be seen. All fibers are single mode and polarization maintaining. The
coupling is variably achieved with integrated collimators (Schäfter + Kirchhoff) or
ones assembled from components. In the later case a waveplate is required to align the
light polarization to the fiber axis. In the sketch, the control/pump and signal boxes
represent home built external cavity diode lasers and the division of their light into
various fibers as seen on the breadboard. The auxiliary box summarizes a Doppler-free
Rb spectroscopy, an offset lock between signal and control, and an additional fiber
port for use with a wavelength meter. Connected through the fibers of the signal
EOM, the calibration/attenuation stage (not visible in the photo) attenuates the signal
with neutral density filters and divides it by polarization for intensity calibration on
a single-photon detector. On the control side, the EOM is followed by a tapered
amplifier. The TA stage consists of mode-matching optics to improve the amplification
and spectral filters to clean amplified spontaneous emission from the output. The
basic configuration of the memory itself is sketched in free-space, highlighting the
polarization and spatial filtering. The angle between the signal and control beams is
10(1)mrad. An etalon for spectral filtering is again separated out into its own fiber
connected stage. The detectors box, this time literally a box to shield the devices
from stray light, contains single photon counting silicon avalanche photo diodes, one to
monitor the signal and two arranged in Hanbury Brown and Twiss configuration to
detect the memory output. The rest of this section divides roughly along those lines.

3.3.1 Signal Pulse Calibration

The setup components to prepare the signal pulses are sketched in figure 3.3. A home
built external cavity diode laser6 (diode: Thorlabs L785P090) using an interference
filter (Laseroptik, FWHM ≈ 400 pm at 795 nm, angle tunable) as frequency selective

6This iteration of the design of these lasers is due to Andreas Jöckel. More information is available
online at atom.physik.unibas.ch/en/people/group-members/andreas-joeckel.

76

https://atom.physik.unibas.ch/en/people/group-members/andreas-joeckel/interference-filter-laser/


Chapter 3. Hyperfine Memory

element and with an optical isolator (Qioptiq FI-780-5 SV, > 30 dB isolation) integrated
in its housing outputs around 35mW of power on the Rb D1 line. It is controlled
by commercial analog laser controllers (Toptica DCC110 current control, DTC110
temperature control, SC110 piezo scan control, all in Sys DC 110 supply rack). A few
milliwatt are immediately fiber coupled for frequency measurement and locking. The
rest of the laser power is coupled into the EOM, which can turn the CW output into
pulses. After the EOM a beamsampler picks off a small amount of light for locking to
the optimal bias point as described above. Absorptive neutral density filters attenuate
the pulses to the single photon level. We use a combination of high extinction plates
on a flip mount to set the correct order of magnitude and a continuously variable
filter wheel (Thorlabs NDC-50C-4) for fine tuning the intensity. A half-wave plate and
polarizing beam splitter are used to achieve an equal power ratio after fiber couplings
to the memory and the detectors respectively.

For monitoring the photon intensity we use a single-photon avalanche diode or SPAD
(Excelitas, SPCM-AQRH-16) with an efficiency at 795 nm specified to ηdet = 60(6)%.
The relative uncertainty of the detector efficiency dominates over intensity drifts and
determines the accuracy of the calibration. As this detector does not resolve the photon
number, the calibration of a coherent state amplitude relies on setting the ratio of the
light’s vacuum component using Poissonian statistics. The Fock basis representation of
a coherent state,

|α〉 = exp

(
−|α|2

2

) ∞∑
n=0

αn

√
n!

|n〉 , (3.2)

immediately yields the probability of having n photons as,

p(n) = |〈n|α〉|2 = e−|α|2 |α|2n

n!
, (3.3)

where |α|2 = 〈n〉. This means that for a state containing one photon on average
the probability of detecting nothing is p(0) = 1/e ≈ 36.8%, while the probability of
detecting one or more photons is pclick = 1 − p(0) ≈ 63.2%. These probabilities are
altered when multiple detectors, e.g. two arranged in HBT, are used to calibrate the
photon number, as there is then some chance to detect the |n > 1〉 components of |α〉.
For a pulse repetition rate of frep, the target detection rate to calibrate 〈n〉 = 1 with a
1 : 1 power ratio in probe and calibration arms is thus

cdet, target = freppclickηdet. (3.4)

Calibration to other mean photon numbers, particularly larger ones, can be performed
in the same way, i.e. with 〈n〉 = 1 in the calibration arm, by changing the power ratio.
This insures against decreased accuracy due to detector saturation (too little vacuum
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Figure 3.4: Time resolved histogram of the signal pulse shape (162 ps bins) and
its numerical Fourier transform in terms of the relative power spectral density. As
must be expected from EOM generated pulses, a small amount of ringing is visible
after the main pulse feature. The curve in the latter is an interpolated spline as a
guide to the eye.

component). To avoid including any background caused by the finite extinction ratio
of the EOM, only the photons in a time window just large enough to fit the optical
pulse are counted. The significance of this background is determined by the ratio of the
EOM’s extinction and the optical duty cycle. In our case these figures are comparable
which results in a similar number of counts accumulated during the pulse’s off and on
times.

The jitter of the SPCM-AQRH-16 detectors is specified to be at least 350 ps.
Therefore, to accurately determine the pulse shape a faster SPAD (MPD PDM) with
35 ps jitter is used in its place. This measurement is then limited by the time-to-digital
converter’s resolution (Qutools QuTau). While its average bin width is 81 ps, this
device has a considerable differential non-linearity. The smallest constant bin size is
therefore 2× 81 ps, combining adjacent internal bins. Counts in histograms using the
internal bin width seem to oscillate widely from bin to bin even for constant signals
due to this technical limitation. I thus choose to work with the best constant (and
actually known) resolution and treat this tagger’s minimum bin size as 162 ps. The
measured pulse shape when programming a 1 ns wide exponential decay in the AWG,
alongside its numerical Fourier transform is shown in figure 3.4. By interpolation, the
10 : 90 (90 : 10) rise (fall) time is estimated to be 528(40) ps (916(40) ps). The spectral
width at the 95% level, coarsely estimated by interpolation of the Fourier transform, is
around 680(20)MHz. These values are influenced by the RF components downstream
from the AWG, but are comparable with the envelopes of quantum dot photons as is,
and the pulse duration and bandwidth are at least approximately the inverse of each
other. To limit the scope of the investigation we do not vary the signal pulses.
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Figure 3.5: Sketch of the control pulse preparation before the memory. The label
L indicates a pair of f = 100mm achromatic lenses to improve AOM switching
performance. The label OC designates anamorphic optics directly after the fiber
outcoupling lens to produce an elliptical beam for the TA.

3.3.2 Control Pulse Amplification, Optical Pumping

The setup components to prepare the control pulses are sketched in figure 3.5. The
components before the EOM are similar to the setup in the signal arm. The laser is the
same, except that it is equipped with a higher power diode (Thorlabs LD785-SH300)
to produce around 100mW of power at its output on the Rb D1 line. Further, an
acousto-optic modulator (Gooch and Housego 3080-122, 25 ns rise and fall time) is also
used for optical switching to improve the extinction ratio of the control light on the
atoms. To achieve the specified speed, the beam is focused into the AOM and collimated
after it by a pair of achromatic f = 100mm lens doublets. The first diffraction order
of the AOM (≈ 65% efficiency) is then coupled into the EOM fiber. The CW output
and hence maximum plausible peak power when pulsing is now typically measured
at 8.5mW. The on-resonance control Rabi frequencies (in units of 2π) we expect
to require for optimal storage by modeling fall in the range 1GHz–2GHz. These
parameters are related by equation 2.4, which implies the required intensity to be
achieved by focusing. Unfortunately, at this power the order of magnitude of the
required control beam waist to reach such an Ω falls into the tens of micrometers. This
in turn would mean a Rayleigh range < 1mm and thus significant spatial variation
of the memory performance over the vapor cell. We therefore opt to amplify the
pulses with a tapered amplifier (Toptica TA-780-2000-5) so that we can focus less
tightly. While specified to 1.5W CW power at maximum current, multiple issues
conspire to reduce the TA’s actual output. First, our working wavelength of 795 nm
is far to the edge of its near-Gaussian gain region, which is peaked at 781 nm with
a 10 dB-below-peak bandwidth of 16 nm. Secondly, the injected peak power is below
the power required to saturate the TA in CW, i.e. “normal operation”.7 To increase

7Amplifying pulses is not the application the manufacturer of this TA had in mind, but has been
demonstrated with a model from the same series elsewhere [374], as well as establishing itself as a
suitable technique for amplifying considerably shorter ps pulses more generally [375, 376].
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the pulse amplitude anamorphic optics (Schäfter + Kirchhoff 5AN-2.5-V-05) are used
with the EOM fiber outcoupler to produce a horizontally oriented elliptical beam with
form factor 0.4. This improves the performance with this particular gain chip at this
wavelength, but does not necessarily translate to other situations. Furthermore, the
EOM is protected from the TA’s reverse emission by an optical isolator. In hindsight
this is overly cautious – an interference filter would be more economical here as reverse
emissions of amplified narrowband light are prevented by isolators after the TA.

The TA produces a broad background spectrum of amplified spontaneous emission
over its gain region at a level specified to 41 dB below peak when well seeded. As
we send pulses into it, pulses which do not seem to saturate the chip even at their
peak no less, we expect greater levels of background emissions. To determine their
level experimentally a spectrometer with sufficient dynamic range (an optical spectrum
analyzer) would be required. The significance of this background is two-fold. On the
one hand, light within this broad spectrum that can address the atoms can disturb the
atomic storage state. On the other, light at the signal frequency could pass through
the spectral filters after the memory and contribute to noise. We therefore frequency
filter the output using an interference filter (Laseroptik, as above) removing the broad
spectrum and a temperature controlled etalon (2.00(5)mm plate, see table 3.1 in
section 3.3.4 for details) to further narrow the spectrum to about 1GHz. The control
light is then fiber coupled to bring it to the memory. The pulse intensity is estimated
by the measured maximum CW power of 120mW, and the components following the
TA are optimized in this mode. As this laser is also used for optical pumping it has
a high duty cycle during memory operation, which makes this measurement method
fairly reliable. I will describe a method better suited for low duty cycle operation due
to thermal effects in chapter 5.

Optical pumping to the hyperfine ground state with F = 1 is also performed with
the control laser by depleting F = 2. Before every storage attempt, the control laser
is allowed to pump the atoms for 500 ns. The available intensity is sufficient to do
so efficiently even though the laser is detuned from F = 2 → F ′ = 1 by ∆. To allow
for relaxation from the excited state, we leave a 25 ns gap between switching off the
pumping and the arrival of the signal.

3.3.3 Vapor Cell and Memory

The atomic part of the memory is quite simple, and all the main components are
already shown in figure 3.2. The vapor cell is a 37.5mm long cylinder with an inner
diameter of 5mm, made by Precision Glassblowing. Two photos are shown in figure 3.6.
The windows are flat and anti-reflection coated. Inside is isotopically enriched rubidium
with > 99% 87Rb specified, as well as 11Torr of N2 buffer gas. The latter is known
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Figure 3.6: left Side and right frontal view of the vapor cell mounted in its
PEEK oven with partially removed covering. For scale consider that the inner
diameter of the cell is 5mm.

to have a beneficial effect on the optical pumping efficiency by mitigating radiation
trapping [377]. By equation 2.8, this buffer pressure increases the time the control laser
can address the atoms by about a factor 8, but as we will see in section 3.4 the lifetime
will be cut much shorter due to an angle between the spatial modes of the signal
and the control. The cell is mounted in a PEEK oven heated with ceramic cartridge
heaters (Watlow C1A-9600 20W) embedded in a copper mount. The temperature is
controlled and stabilized with thermistor feedback from the metal with a commercial
driver (Meerstetter Engineering, TEC-1091). I will describe a method for determining
the atomic temperature directly via spectroscopy in section 5.4 as it was not a part of
the characterization of this memory while it was operational. In particular I estimate
that the atomic temperature corresponding to the heater temperature of 75 °C used to
obtain the main storage results is 63(1) °C. The optical depth on the F = 1 → F ′ = 1

storage transition measured for the experimental conditions after optical pumping is 5.
The signal and control beams are outcoupled from their respective PM fibers in the

orthogonal polarizations of the memory scheme and combined on a thin film polarizer
(Qioptiq DSPOL VIS-NIR coating). All losses from the signal outcoupler onwards
through the memory impact the memory’s efficiency, which is particularly significant
for single-photon level signals. The focusing of the signal and control beams is therefore
performed directly with the fiber outcoupling lenses to minimize the number of optical
elements. We perform a spatially resolved measurement of each spatial mode with a
beam profiler (DataRay, WinCamD-UCD12, 4.65µm pixels, relative error dependent
on beam size) in an equivalent distance to the vapor cell. The beams are redirected
just before the vapor cell with a flip mirror to ensure their foci are in the cell center.
The beam diameters in the foci, which are 400(6) µm for the signal and 525(6) µm for
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the control at the e−2 intensity level, are also determined in this way. Further, an angle
of 10(1)mrad between the beams in the horizontal plane is set using this reference.
This yields a peak Rabi frequency of the control pulse, by way of equation 2.4 and
with a dipole moment of d = 1

2 × 2.54× 10−29Cm on the addressed transitions, of
Ω = 2π × 550(30)MHz, assuming a 5% relative error in the measurement of the peak
laser power. Reflecting on the experimental results and the simulation output, as well
as considering the method of estimating the peak laser power, it is plausible that this
estimate is on the lower side of the true Rabi frequency.

After the vapor cell, the lion’s share of the control intensity is separated from
the signal with another thin film polarizer. The separated control is monitored on a
standard photo diode (Thorlabs DET10A), which provides the data to generate an
error signal for locking the control EOM. A lens with a long focal length (f = 500mm)
is used to pseudo-collimate the memory output, as some propagation in free-space is
desirable to increase the spatial separation between signal and control modes. This
has a sufficiently positive effect on the following fiber-coupling leading to the spectral
filter given the available in-coupling lenses to justify the additional element here, but
should generally be avoided by matching the coupler lens to the mode of the diverging
signal beam. For initial temporal pulse alignment and preliminary characterization
with weak signals a sensitive Si avalanche detector (MenloSystems APD210), accessed
via flip mirror, is used at this point.

3.3.4 Filtration

The control and noise are filtered from the signal by three means: spatially, spectrally,
and by polarization. The thin film polarizers used to combine and split the signal
and control beams are specified to achieve a 1 : 105 polarization extinction ratio in
transmission. The signal and control polarizations are therefore reversed before the
second beam splitter, and any homogeneous rotation or polarizer-axis misalignment
is compensated with waveplates. This introduces the main limitation to achieving
this extinction, polarization rotation which varies spatially over the extent of the
beam diameters. A particularly worrisome source of such variation is strain-induced
birefringence from the mounting of the polarizer, which we attempt to address here by
attaching the polarizers to their platform mounts gently, with a drop of nail polish.
My later comparative tests with even better polarizers favors using a small piece of
double-sided tape. Moreover, the waveplates are mounted in precision rotation mounts
glued to kinematic mounts for adjusting the angle of incidence. This yields exact
retardance control and allows us to reach the specified extinction.

For spectral filtering of noise with a frequency narrowly distinct from the signal,
etalons provide a suitable option. As the storage of broadband pulses is under inves-
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tigation, the bandwidth passable through such spectral filters is an important figure.
Fortunately, polished glass plates of reasonable thicknesses can be made to have suitable
properties, specifically high transmission on resonance with bandwidths of 100s of
MHz to GHz, with high suppression at the 6.8GHz hyperfine ground state splitting
valued detuning from the signal where the control laser is. Moreover, through thermal
expansion the thickness of fused silica can be modified to alter the frequencies resonant
to the etalon for light at the Rb D1 line by 2.391GHzK−1.8 This enables the design of
frequency filtering etalons consisting of single, dielectrically-coated glass plates, tunable
through an entire free-spectral range so that the signal may be passed by varying the
temperature by just a few tens of degrees. The etalon plates we use are made on
demand by the optical workshop Bernhard Halle. They are 15.0(1)mm diameter plates,
flat and parallel to < λ/20 peak-to-valley at 633 nm, and with the thickness specified
either to 0.05mm or 0.01mm precision. Dielectric coatings designed for a reflectivity
of R = 95(1)% at 795 nm are applied to the surfaces. The free spectral range in units
of frequency is directly determined by the thickness, with ∆νFSR = c

nL where L is the
optical path length, or twice the plate thickness, and n is the refractive index, with
ng = 1.453 for fused silica at 795 nm [378].

The bandwidths and peak transmissions through these plates, in contrast, are
more involved functions of the exact reflectance, material absorption, surface quality,
residual power (error in surface curvature), and tilt (error in surface parallelism), and the
accuracy of the specifications are insufficient to calculate the typical performance. There
is also some amount of variation between plates, not only ones of different thicknesses
or different production runs. Across all thicknesses peak transmissions vary between
80% and just over 90%. The bandwidth is measured by scanning a spectroscopy
referenced laser over the transmission peak and yields a typical “experimenter’s finesse”,
i.e. the ratio of the FSR and bandwidth F = ∆νFSR/δν, between 45 and 50. I
have collected the values for the etalons used in the course of this thesis in table 3.1.
Here the thicknesses are specified, the FSRs are calculated from the thicknesses, and
the bandwidths are measured as I just described, excepting the 1mm etalon where
I have not measured anything but obtusely followed the doubling trend in the table
nonetheless. The suppression is measured in CW and at low power, around 1mW.
At high laser power the performance is generally somewhat worse due to the variable
thermal load.

To temperature stabilize and tune these etalons we use Peltier modules with
central boring for the beam (UWE electronic UEPT-440-127-079E120) connecting an
aluminum “object” holder, with the glass plate locked inside by retaining ring, to a

8As thermal expansion, i.e. a change in resonator length, is at play this figure depends both on the
etalon material and the wavelength of the light. For example, for light at the Rb D2 line our etalons
temperature tune by 2.437GHzK−1 instead.
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Thickness, mm FSR, GHz Bandwidth, MHz Suppression at 6.8GHz, dB
8.00(5) 12.8(1) 280(10) -32
4.00(5) 25.5(4) 550(10) -26
2.00(5) 51(1) 1150(20) -18
1.00(5) 102(5) about 2300 -10

Table 3.1: Table of etalon parameters relevant to spectral filtering.

Figure 3.7: left Original and right most recent design iteration of our etalons.
The cumulative upgrades include embedding the thermistors inside the holders for
greater measurement stability, brass retaining rings to extend the expected lifetime
of the threading, copper sinks for a slightly larger stable tuning range, 3D-printed
mounts for the TEC controllers for thermal insulation and to mitigate the risk of
damaging them while mounting, and anodization of the aluminum object holder
to prevent stray reflections.

larger “sink” block of aluminum or copper. Copper sinks allow for stable operation
in a slightly larger temperature range, which is useful for thin plates. These metal
parts are machined for us by the in-house mechanical workshop, and the design has
gone through a series of iterations. Some photos are shown in figure 3.7. The sink
and object temperatures are measured either on the front side of the mount or in
small holes drilled into the metal. We use PT100 standard thermistors in 4-wire
configuration for the object temperature measurement, and NTCs for the sinks as this
measurement is exclusively needed to switch the TEC off should the sink get too hot.
The mechanical connections are made with a heat-conducting two-component epoxy. As
with the vapor cell oven, the temperature is controlled and stabilized with a commercial
driver (Meerstetter Engineering, TEC-1091). The measured temperature fluctuations
typically remain < 10mK up to around 60 °C and < 5mK near room-temperature.
This is a testament to the driver capabilities as these mounts are completely exposed
to the air. The temperature range required to tune one free spectral range is just
∆νFSR/2.391GHzK−1, meaning that the thickest plates always can be held within
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3 °C of room-temperature. The frequency stability implied by the thermal expansion
coefficient compares favorably with the bandwidth, fluctuations < δν/20 are expected
in every case.

Now for some practical remarks on achieving the stated performances. To improve
the mode overlap of the beam with itself within the etalon for optimal performance it
pays to use a minimally divergent spatial mode. A collimated beam works well, but
a so called pilot beam, which is a beam focused to have its waist at half the working
distance, will have the most constant beam diameter over that working distance. When
placing the etalon after a fiber outcoupler and beginning with a collimated beam,
slight adjustments to the outcoupling lens after other alignment options are exhausted
can improve the transmission by another few percent. Finally on temperature, it is
important to account for the thermal load on the etalon induced by high laser power.
In particular aligning an etalon to remove the broad spectral background from a CW
TA at full output power does not result in good transmission of low duty cycle pulses
without a significant temperature readjustment. For tips on aligning many etalons in
series see section 5.2.5.

The hyperfine memory uses just one 4mm etalon for output filtration. It is reached
via a fiber after the memory, and after the etalon another fiber leads the signal to the
detector. As indicated in the table, this filter does not provide a large amount of control
suppression. Indeed its function is dual, as temperature scanning it during memory
operation yields some course spectral information about the output. The total control
suppression measured at the output of the fiber leading to the detector is at least
120 dB, the remaining extinction stemming from the 10(1)mrad angle between the
spatial modes of signal and control. The effect of this angle is discussed in section 3.4.
About 2/3 of the signal is also lost in transmission through the memory (5 dB loss),
losses dividing roughly equally between the etalon, the two fiber-couplings, and all other
reflective and absorptive losses. To ensure an accurate measurement of the technical
loss, excluding the atoms, this figure is measured in CW with a probe power of a few
mW with the vapor cell held at room temperature. It is thus a lower bound on the
loss the weak coherent pulses are subject to.

3.3.5 Auxiliary Setup Elements

The memory operation is sensitive to the two-photon resonance condition. We thus
ensure that this condition is met by offset locking the signal and control at the hyperfine
ground state splitting.9 Light from the auxiliary ports of the signal and control lasers

9A skeptical observer might now wonder whether this kind of frequency lock between the control
laser and an actual single photon source is realistic. In practice a lock would have to be implemented
between the control and the device responsible for the generation of single photons, i.e. the excitation
laser for quantum dots or the pumping laser for SPDC pair sources. In the later case this would imply
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is combined into one spatial mode on a 50 : 50 beam splitter to generate a beat note.
This beating is detected with a fast photo diode (Hamamatsu, PD G4176-03), which
is manually biased via bias tee (MiniCircuits, ZX85-12G-S+). The diode signal is
down-mixed (MiniCircuits ZMX-7GMH) with a local oscillator (CTI, PDR0-6378)
specified to 6835(5)MHz, and the error is measured with a frequency counter (aim-TTi,
TF930 3GHz). Feedback to the control laser piezo is generated by the computer
integrated NI-card. This fixes the relative frequency of the signal and control lasers.
The absolute frequencies we want to investigate span a range of a few gigahertz around
the line, and the memory performance depends only very weakly on the detuning at
the level of the short term laser drift. We therefore tune the working point ∆ by
referencing a wavelength meter (HighFinesse WS-7) via another fiber connection in the
auxiliary setup and leave the signal laser free-running. As an additional reference we
also implement a Doppler-free Rb spectroscopy for both lasers here, used for instance
to calibrate the etalon bandwidth measurements.

3.4 Results

In this section I will present the main results we reported on in [365], the figures of merit
of this hyperfine memory. The parameters used to obtain those results were chosen on
the basis of some empirical optimization. I will defer discussing this optimization and
characterizations to support our conclusions about the limitations to section 3.5, so as
to first convey how the data are obtained and analyzed in a specific example.

The experiment is performed at a detuning ∆ = −2π× 900MHz from F ′ = 1. The
experimental sequence is repeated at a rate of frep = (600 ns)−1 = 1.6MHz. It begins
with 500 ns of optical pumping by the detuned control, followed by 25 ns of waiting
for the excited state to decay. Then an attempt is made to store an approximately
1 ns wide, 〈n〉 = 1.0(1), exponentially-decaying signal (shown in figure 3.4) with a
5 ns FWHM Gaussian control pulse, for 50 ns. Finally a second, identically-generated
control pulse reads out the signal and the sequence restarts after about another 25 ns.

The results of this process are measured by two single-photon avalanche diodes,
or SPADs, (Excelitas, SPCM-AQRH-16, ηdet = 60(6)%) in HBT configuration. This
detector arrangement allows us to measure the second-order coherence. However we
are also interested in arrival-time histograms, both for direct tuning feedback and as

a transfer cavity scheme as an SPDC pumping laser must have a considerably higher frequency to
produce photons on the Rb D1 line. Fortunately, given some warm-up time, our lasers drift slowly,
typically ≤ 10MHz in 10min. In particular this is slow in comparison to the required integration times
for statistically significant data. I abandoned this locking scheme a short time after the hyperfine
memory measurements were published and found no practical reduction in performance, concluding
that such a lock might not be required at all given sufficient inherent stability of the single photon
source, at least not for characterizing measurements.

86



Chapter 3. Hyperfine Memory

datasets from which to evaluate the memory efficiency (given by equation 1.9) and
lifetime therein. As these detectors are non-number resolving, the detection probability
of small amounts of coherent light such as our signals are altered by the detector
pair arrangement from what they would be on a single SPAD with the efficiency
ηdet. A quick calculation is warranted. Consider a weak field with amplitude |α|. A
50 : 50 beam splitter is a device that splits the intensity in half, the field amplitude
in each output is therefore |α|/

√
2. Far from saturation, the detector efficiency can

formally be absorbed into the field amplitude as well to yield a detected amplitude
of α′ = α

√
ηdet/2. Now, as the detectors are non-number-resolving, we must work

backwards from the vacuum component like in section 3.3.1. Using equation 3.3 the
probability of detecting no photons in a coherent state is p(n = 0) = exp(−|α|2).
Therefore, if the photon arrival-time histograms of two detectors in HBT are summed,
we should expect to detect

nHBT
det (|α|2) = 2

(
1− e−|α′|2

)
(3.5)

photons per pulse. In particular, this yields nHBT
det (|α|2 = 1) = 52(6)% for ηdet =

60(6)%, which is noticeably higher than the corresponding pclick × ηdet = 40(4)% for a
single detector. In the terms of equation 1.9 this value takes the role of ηsource × ηdet.10

The other parameters, Nin, Nout, and Nnoise are all directly measured numbers of
counts (equivalently, rates may be used if the integration times are not exactly equal).
To reduce the data volume, the periodicity of the experiment can be exploited. A
sync divider is employed to register only 1/128 of the triggers representing the start
of the experiment, from which the complete set can be reconstructed. The repetition
rate is sufficiently stable that potential timing errors induced by this are negligible in
comparison to the detector jitter. It is therefore convenient to write Nin = freptint.

Figure 3.8 shows a typical histogram obtained from the described experiment,
restricted in scope to show the photon counts retrieved after 50 ns and those leaking
through the memory as storage is attempted at τ = 0. As both the timing and temporal
width of the output is known, the photons are counted in a selected region of interest
(ROI). This ROI is also called a coincidence window in analogy to a heralded experiment
where the signal has a fixed delay relative to the detection of the herald. If necessary,
in a real application, either the input of the device receiving the memory output could
be gated, or the memory could be switched optically to isolate out these desirable
photons. For the noise measurement a beam block is placed in the path of the signal
input before the memory. Data are integrated for 10min, yielding about 26.5× 106

10In [365] we simplify the analysis for the sake of presentation by simply treating the |α|2 = 1 state
as an ideal source. That approach neglects both vacuum and detectable multiphoton components,
introducing two errors of, roughly, similar magnitudes and opposite directions. The efficiencies reported
there are slightly lower than what results from an exact accounting.
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Figure 3.8: Storage and retrieval of weak coherent pulses with 50 ns storage time.
The bin size is 1.3 ns (16× 81 ps). The 8 ns ROI for retrieval is shaded yellow. It
visibly excludes fluorescence occurring after the signal has been read out. A small
amount of unintentional retrieval during the storage time, distinct from read-in
induced fluorescence visible in both curves, can be seen in the storage data. The
counts are normalized into rates by their integration times, about 10min each.

counts in the ROI for the storage experiment and around 5.6× 106 counts in the same
region and time frame when the input is blocked, which is sufficient for statistically
meaningful analysis. The main features of the leaked peak, retrieved peak, and noise
peaks are reasonably well fit by Gaussian functions of around 2.5(1) ns, 4.4(4) ns, and
5.7(6) ns FWHM respectively, and are followed by exponential tails with fit decay times
around 19(1) ns (errors are 95% confidence intervals of fits). This exponential decay
time is underestimated as its signal fades beneath the background, and would most
likely correspond to the 28 ns excited state lifetime if it were not so. Note that the
detection scheme is not optimized for low jitter, which leads to systematic widening
and the Gaussian shapes.

The memory efficiency evaluated from the counted photons is ηe2e = 3.9(4)%. This
end-to-end figure is not corrected for technical loss or memory lifetime and requires
only the assumptions of accurate input calibration and detection probability. If we
want to compare this result to a theoretical model of the memory interaction we must
make these adjustments. The signal to noise ratio can also be read off this histogram, it
is SNR = 3.7(5). To abstract this value for comparative purposes the source efficiency
could again be divided out, however the detection efficiency of the noise would also
need to be considered which in turn depends on the nature of the noise. While these
histograms were recorded on slower SPADs than when I first presented this method
in section 3.3.1, the numerical Fourier transform of the full resolution (162 ps bins)
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Figure 3.9: Memory efficiency evaluated as above for various storage times
to measure the lifetime. The Gaussian fit yields a 1/e lifetime of 83(11) ns and
an initial efficiency of 5.2(6)%. An exponential function, which fits considerably
worse, yields a 60(20) ns lifetime and 7.6(19)% initial efficiency. The shaded regions
represent the 95% confidence intervals of the fits.

pulse shapes can still yield approximate information about the memory’s effect on the
input’s frequency domain characteristics. By this method, the bandwidth of the pulse
leaked through the memory is about 450MHz and the bandwidth of the retrieved pulse
is about 250MHz. Due to jitter, both of these values are necessarily underestimations.
Nevertheless, this is at least some evidence that the performance here is limited by
the control laser’s ability to store the entire input spectrum, and that higher Ω or a
slightly narrower signal could have significantly improved performance.

The memory is operated with an angle between the signal and the control, and
so it is to be expected that the lifetime is limited by spin wave dephasing. With the
measured angle of α = 10(1)mrad and equation 2.5 the expected (1/e) lifetime is
70(8) ns. As the physical process at work is motional spin-wave dephasing a Gaussian
decay is expected – compare [175]. Figure 3.9 summarizes a series of experiments at
various storage times evaluated for memory efficiency like the example of figure 3.8. To
minimize error, in particular due to longer-term alignment variations from mechanical
relaxation in the optical mounts, lifetime measurements are best performed in one
session. A Gaussian fit to the data converges well and agrees with the predicted lifetime.
Correcting the efficiency extrapolated to zero storage time for 5 dB technical loss yields
an internal efficiency around ηint = 17(3)%. I will compare this performance to a
model in section 3.5.

Next we can investigate whether the memory preserves the coherence properties of
the input light. The first-order coherence is measured by inserting an unbalanced, fiber-
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Figure 3.10: left Interference between subsequently produced input pulses, read-
out noise, and retrieved pulses. Each point represents 1 s integration time. Full
contrast is defined by what is achieved for the input pulses. The visibility observed
for the retrieved pulses is then V = 0.65(5), while that of the noise, presumably
due to random intensity fluctuations, remains below 15%. right Second order
autocorrelation g(2)(τ) of photons detected in the input pulse, noise, and retrieved
signal, respectively. The read-out signal reaches g(2)(0) = 1.35(7). The read-out
noise exhibits g(2)(0) = 1.9(2) and the input yields g(2)(0) = 1.01(1), consistent
with thermal and coherent light, respectively. Errors are statistical of the type
1/

√
N . Data are normalized to the peaks at ±600 ns and shifted for better visibility,

i.e. all measurements actually have their peaks at 0 and ±600 ns.

based Mach-Zender interferometer with a 400 ns (80m of fiber) arm length difference
and adjusting the repetition rate to 1/400 ns. This lets subsequently stored pulses
interfere and allows us to observe the contrast by monitoring one output of the
interferometer as its phase undergoes random thermal fluctuation. This measurement
is presented on the left side of figure 3.10. Thereby full contrast is normalized to what
is observed when strong laser pulses are sent through the interferometer directly to
compensate for imperfect mode matching. The retrieved pulses show a reduced contrast,
while the noise shows very little. We can observe that the reduction in visibility of the
output scales with the signal to noise ratio, which we vary by increasing the average
photon number in the input pulse to the memory. At |α|2 = 10 almost the full visibility
is recovered by the retrieved pulses. Additionally, the data collected in HBT can be
analyzed to yield the second-order autocorrelation of the detected light. The results
of this measurement are shown on the right side of figure 3.10. This measurement
confirms the thermal nature of the noise when the signal is blocked. This verifies that
the memory is not limited by leaked control light at least, however beyond that the
result is somewhat worrisome. First we must be wary, as the g(2)(0) of the input is not
almost zero, the shorthand estimate of equation 2.6 is not accurate. Thus I turn instead
to the incoherent noise model of equation 2.7. This, however, yields an expected value
of only g(2)(0)ret, theo = 1.045, suggesting that some amount of the noise is produced in
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Figure 3.11: left Internal memory efficiency as a function of the control pulse
width at constant peak power. The line is a 1−exp shaped guide to the eye. center
The amount of noise scales linearly with the control power for these parameters
indicating fluorescence noise. right The temperature of the filter etalon is scanned
to provide some spectral information on the noise. The dashed lines indicate the
frequencies of (left to right) F ′ = 2, F ′ = 1, and the control laser assuming a
frequency shift due to thermal expansion of −2.391GHzK−1. The total frequency
range of the scan is 5GHz. The spectrum is broadened by the large etalon
bandwidth of about 1.1GHz

a coherent process. Models for the retrieved g(2)(0) for such cases were investigated by
others [187], but we did not pursue the matter of modeling further. The failure of the
incoherent model is compatible with boogeyman processes like four-wave mixing gain.

3.5 Performance Optimization and Noise Analysis

To provide a sample of the optimization procedure for the memory over the large
conceivable parameter space I show a few characterizing measurements performed at
∆ = −2π×300MHz in figure 3.11. These measurements reasonably represent a number
of recurring conclusions. Given that the control pulse duration is sufficient for adiabatic
storage, the efficiency becomes a weak function of the pulse width. The transition point
depends on the signal and is fairly robust when varying other memory parameters.
The minimum width producing a high efficiency is a good choice to minimize the noise,
so that the optimization can be performed in a nearly unidirectional manner. This
near resonance with the line, the read-out noise grows linearly with the peak control
power, indicating that its origin is fluorescence. Scattering of the control light into
the signal channel would also show this behavior, however the filtration including
the spatial separation of the signal and control modes is sufficient to eliminate this
explanation. Although this is weaker evidence than the second order autocorrelation,
it matches our expectations for small ∆. If sufficient control power is available, it is
possible that the best signal to noise ratio is achieved with slightly lower Ω than is fully
optimal for storage. This is because the growth in efficiency saturates with additional
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Figure 3.12: Data points: internal efficiency for storage and subsequent retrieval
of the experimentally realized signal as a function of the detuning ∆. Note that
the measured efficiency at ∆ = −2π × 900MHz was slightly lower in this scan
than in the main result. Lines: Simulation with same OD and level scheme as
in the experiment for the experimentally realized Gaussian control pulses with
120mW peak power (violet), Gaussian control pulses with higher laser power,
about 4× Ωexp (orange), and fully optimal control pulses of arbitrary shape (teal).
The shaded regions represent the absolute numerical accuracy of the simulation,
which is estimated at 1%, with an additional 5% relative error from the measured
parameters added to the simulation of the experimental situation.

power near the maximum, while the noise scales as it does elsewhere. At the working
point ∆ = −2π× 900MHz used above, this point is moot as the available control Rabi
frequency is considerably lower than required for optimal storage. Finally, we can see
that in this configuration, little spectral information is gained by scanning the filter
etalon. For this measurement we sought to be quantitative and allowed for plenty of
thermalization time for each data point. The result is disappointing. Qualitatively,
moderately fast scans (e.g. 0.05 °Cs−1) monitored continuously are more informative.
Stokes, anti-Stokes, and much broader fluorescence peaks can be identified in this
manner. I will show more informative measurements of this kind in chapter 5 when
discussing the characterization of the Zeeman memory, for which I refined the technique
to yield more quantitative data.

The most significant optimization we performed on this memory is in the detuning
from the excited state. This is shown in figure 3.12 along side numerical simulations
for both the experimental situation and two alternative control scenarios. As control
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and signal frequencies are offset locked,11 and as only one etalon spectrally filters the
control before the memory, collecting these data is relatively simple in comparison
to later setups. The observed variation justifies even considerable efforts to find the
best ∆. The simulations include four levels and are initially based on work by Matt
Rakher in cold atoms [120] implementing Gorshkov’s universal approach to lambda
memories in free space [117]. They were modified to the case of hot atoms by Janik
Wolters following [118] for [365] and include 500MHz of Doppler broadening. Moreover
the purely absorbing transition |F = 1,mF = 0〉 → |F ′ = 2,m′

F = 0〉 (see figure 7.1 for
details) is included as a parasitic single-photon transition, and its deleterious effect on
storage efficiency in the vicinity of F ′ = 2 is well reproduced. The peak value of the
achievable efficiency is also accurately captured, although its exact detuning and the
width of the features are off. The simulations with optimal control power support the
conclusions about the limitation posed by Ω. Simultaneously, only minor improvement
is predicted in additionally optimizing control shape, which justifies the choice to use
Gaussian control pulses.

On the accuracy of the x-axis in figure 3.12, while my involvement in implementing
this simulation was negligible, I did proofread the code and I am convinced that this is
not an artifact of an isolated scaling error in ∆, Ω, the optical depth, or any of the
other parameters that can have variant definitions for experimentalists and theorists
along the lines that I pointed out a few times in section 2.1.4. A working theory is that
spatial variation of the control beam, i.e. its intensity profile, could be the origin of
the discrepancy, as the model is one dimensional. In simulations of EIT in cold atoms,
this same problem has been successfully addressed by dividing the medium into ring
shaped sections of more constant intensity [379], and fully three dimensional theoretical
models exist as well [380, 381]. A new simulation taking radial spatial variation into
account was created by Roberto Mottola to model the results of [382] and is reported
on in full in [383]. In light of later insights, I also refrain from reproducing the curves
in figure 4 of [365] that show the model without single-photon transitions, as they do
not accurately reflect a physical scenario capable of this suppression. In particular, any
such scenario must reduce the addressable Zeeman states of the D1 line, which needs
to be accounted for in the transitions’ dipole moments. The optical depths producing
high efficiencies then require higher atomic temperatures. As we did not yet have a
specific scheme in mind at the time this adjustment was not done.

11In hindsight, the offset lock may raise a concern about the possibility of control induced level shifts
– does the fixed frequency difference truly ensure that the double resonance condition is met? During
this optimization we did, in fact, attempt to verify that the set frequency difference between signal and
control produced the best results. Note, however, that the maximal induced level shifts are only on
the order of a few 10s of megahertz, that each value of the two-photon detuning achieves its optimal
performance at a different Ω, and that variation near the local optima is only slight. Unsurprisingly,
then, varying this value slightly did not produce stark changes, and we thus opted to leave it alone.
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3.6 Towards Storing Single Photons

We started this work, and I started this chapter, envisioning an interface between
an atomic vapor memory and a quantum dot photon source. Having detailed the
measurements, we can now state the required source efficiency to achieve the bare
minimum of a sensible interface, a signal to noise ratio exceeding unity:

ηsource
!
≥ pclick

SNR|α|2=1
. (3.6)

The correction by pclick is conservative due to the detection in HBT, so this value
should truly set a lower bound. Plugging in the measured values yields the requirement
ηsource ≥ 17%. This is demanding for a quantum dot source, with typical extraction
efficiencies of < 1% from the bare heterostructure. A common and relatively simple
way to improve this efficiency by as much as an order of magnitude is to use a solid
immersion lens, but even an upgrade like that would not yet suffice for interfacing. In
section 2.2.3 I mention more involved optical engineering methods for further increasing
quantum dot extraction efficiencies, particularly embedding them in cavities. With
these techniques the efficiencies could conceivably be made high enough for direct
compatibility. However some of these developments are more recent than when we
finished our characterization of the hyperfine memory, and the highest values have
generally been reached in the “workhorse” system of strain-grown quantum dots
emitting around 950 nm. Rubidium-like quantum dots may well be better behaved
systems in the grander view, but they have not been made and experimented with for
as long, so not every demonstrated technique has been transferred yet. We therefore
concluded that significant improvements on both sides were required first, and decided
to bridge the gap with a tailored cavity-SPDC pair source primarily optimized for
efficiency, while also remaining in the same regime of speed and bandwidth. This could
serve both as an interesting interface in its own right, and as a better comparative
stand-in than laser pulses for other photon sources that had not been tailored to the
memory.

As for the required improvements to the memory, our results laid bare many areas
for improvement. While the distinction between possible noise sources was not fully
made, we found some evidence of both fluorescence and four-wave mixing. Moreover,
at higher optical depths, the latter becomes an ever greater concern. The availability
of states that can absorb the signal without storing it is also problematic. While not a
main limitation to the observed performance at ∆ = −2π × 900MHz, it narrows the
possible range of detuning and further complicates the use of the optical depth as a
tuning knob for the efficiency. Both of these problems can be addressed simultaneously
by controlling the Zeeman state of the atoms and exploiting polarization selection rules
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[384], so we devised to achieve this control and implement a memory scheme less subject
to these flaws. This begins the list of desirable technical improvements. To pump
atoms to a Zeeman state in the Rb hyperfine ground state manifold two pumping lasers
are definitely required, as both ground states will need to be addressed. Conventionally
the laser that is tasked to address atoms in the correct F but incorrect mF state is
dubbed the pumping laser, while the laser tasked to address atoms in the incorrect
F state is called the repumping laser. Both of these tasks must be fulfilled, and for
the purpose of independent optimization preferably neither should be performed by
the control laser. Additional control power is also necessary for maximally efficient
operation. The spatial filtering, while principally effective, puts a very low bound on
the memory lifetime. Additional spectral filters should be just as able to separate signal
and control without introducing this limitation. All of these changes and improvements,
as well as many more of which the necessity was not yet apparent here, are the subject
of chapter 5.
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Chapter 4

SPDC Photon Pair Source

If your experiment needs statistics, you ought to have done a better experiment.

Ernest Rutherford (apocryphal)

Taking stock together with our colleagues working on Rb-like quantum dots in
Richard Warburton’s group in 2017, after the experiments with the hyperfine memory,
we jointly concluded that interfaceability between our systems was still a ways off. A
photon pair source based on spontaneous parametric down-conversion, tailored for
compatibility with a memory in hot Rb vapor, seemed like an ideal alternative for the
near term. Such an interface would be interesting in its own right, as well as serving
as a realistic test bed for interfacing other photon sources. Moreover, striking up a
collaboration with Oliver Benson’s group at the Humboldt-Universität zu Berlin who
brought a great deal of specific expertise on engineering the properties of SPDC sources
to the table, we felt confident that we could achieve compatibility to the demonstrated
memory figures of merit with such a source. The original design and construction of
this source was led by Janik Wolters, embedding himself in Oliver Benson’s group for
a time, while I continued work on the memory side. Mid-September 2018 the first
version of the SPDC source, mounted on a thick optical breadboard, traveled some
870 km from Berlin to Basel.

While I had already begun work on implementing the Zeeman memory scheme at
the time, I had not yet been able to make its more involved setup reactive to a heralded
photon source. These issues and their solutions are discussed fully in sections 5.2.1
and 5.2.3. Driven by optimism induced by the high source efficiency, I reverted the
memory setup to the hyperfine scheme and began interfacing attempts. In this time
Roberto Mottola took charge of operating the source, and eventually rebuilt it almost
in its entirety due to the non-linear crystal at its heart breaking. By spring 2019
we had stored photons that just barely exhibited the desirable number statistics of
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g(2) < 1 upon retrieval, but this did not really live up to our hopes, as well as now
being even more obviously incompatible with an incoherent noise model. The prospect
of first reporting on this source in the context of an interfacing experiment crept farther
and farther into the future. Roberto and I therefore proceeded to, for the first time
so far, perform a thorough performance characterization of the source output on its
own. We reported on this and the work leading up to it in [385]. My involvement lay
predominantly in collecting and modeling the statistical results, so I will attempt to be
brief on other aspects of this source here.

In what I assume will remain a famously widespread turn of bad luck at the very
end of 2019 well into the future, just as I was about to resume interfacing experiments
with a memory that still used the hyperfine scheme but resembled what I describe in
chapter 5 in most other ways, the source crystal broke once more. Our one remaining
replacement, rapidly installed by Roberto, was considerably shorter than the one of
[385]. This means it produced photons with nearly 1GHz bandwidth. While this had
little impact on the memory efficiency, it required using correspondingly broadband
spectral filters after the memory. This proved to be disastrous for the signal-to-noise
ratio – I was never able to improve it beyond one in this system. Apparently the noise
was considerably broader than the signals we had stored so far, and I had somewhat
unwittingly been removing much of it simply by matching the spectral filters to the
signal bandwidth.1 As a result I finally lay the hyperfine memory scheme to rest,
and Roberto and I began thinking about an iteration of the source design that would
be more easily operable and less susceptible to damage. Almost immediately Björn
Cotting began implementing these ideas during his master’s thesis work, Roberto and
me guiding him with the experience we had just recently obtained in the production
of [385]. The resulting thesis [386] contains an excellent description and exhaustive
characterization of the source almost exactly as it is used in the interfacing experiments
I present in the next chapter, and is freely available. I will therefore limit my own
discussion of the improved source design to quoting his relevant results and describing
a handful of necessary changes for interfacing with a memory. Finally, I will comment
on the tunability of this double resonant source to the Rb D2 line.

4.1 Source Design and Expected Performance

As I briefly described in section 2.2.4, the photon generation process in spontaneous
parametric down-conversion relies on a medium with a χ(2) non-linearity. Therein high
frequency pump photons are spontaneously split into pairs of lower frequency photons

1Of course I knew the noise was broad, but I did not anticipate the effect would be this large. The
motivation for matching the spectral filters to the signal bandwidth lay more in the greater suppression
thicker (i.e. lower bandwidth) etalons provide at the control frequency than anything else.
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labeled signal and idler. The demands set by the memories I cover in this thesis concern
four properties: photon bandwidth, signal photon frequency, heralding efficiency, and
heralding rate. The photon bandwidth should lie in the 100s of MHz to exploit, but not
exceed, the memories’ capabilities. This requires having the photon generation process
occur in a cavity resonant to the signal. SPDC in cavities is treatable with the theory of
optical parametric oscillators (OPOs) pumped far below threshold [387, 284]. Strictly
speaking only the signal requires a cavity. Signal-idler frequency entanglement ensures
the bandwidth of the photons produced is narrowed even without cavity resonance for
the idler [388]. A cavity simultaneously resonant with the idler is useful, however, as it
yields Purcell-like enhancement of the photon pair generation rate – an effect which
does not occur in single resonance schemes [389]. The signal photon frequency must
be at the Rb D1 line. Tunability within at least 1GHz of the line is a necessity for
meaningful flexibility with regards to finding an optimal detuning from the excited
states of Rb, and a few GHz range would be decidedly better so that both red and blue
detunings can be investigated. The stability of the signal frequency is also relevant
to maintaining the two-photon resonance condition with the control. It determines
whether interfaced operation requires a source-memory frequency locking scheme. If
the frequency stability is similar to that of a laser, operation on the timescales required
for characterization would be possible without a lock, which would be convenient.

An implication of the demand for a single signal frequency is that the source should
emit photons in a single mode. More precisely, irrespective of what the source emits,
the heralded photons must be of the signal frequency and only of the signal frequency.
The practical conditions of this requirement being fulfilled in SPDC sources with
cavities for their signal and idler photons are treated in [390], and additional theory
on multimode emissions can be found in [391]. In a nutshell, the conservation law
based conditions of the down-conversion process (see section 2.2.4) are met in clusters,
where the cavity FSRs of the signal and idler coincide, as well as weakly where the
matching is “only off by one”. To ensure that all heralded photons are in the desired
mode, the idler photon can be spectrally filtered. It is shown in [390] that the expected
number of clusters over the full bandwidth that enables phase matching is 3, and that
if the dominant one is well centered the contribution to the pair generation of the 2
side clusters is only 40%. This filtering is therefore not expected to have too large
an impact on the “bare” heralding rate. The signal arm will contain a background of
uncorrelated photons for which the corresponding idler was lost or filtered. Interfaced
with the memory, the included spectral filters remove the uncorrelated background
from additional unheralded modes, but not that present in the signal mode itself. The
exact frequency of the idler photon is not important, in particular there is no reason for
it to also coincide with the Rb D1 line. However, something in the near-infrared close
to the Rb lines is preferable so that mostly “lab standard” optical elements can be
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used. The detection efficiency of the readily available single photon detectors (Excelitas
SPCM-AQRH) is also a consideration here, as it falls off more rapidly with increasing
wavelength than, for example, the effectiveness of anti-reflection coatings.

Conventionally an external cavity is at odds with the need for a high heralding
efficiency. Every surface, including those of external mirrors, produces an opportunity
for photon loss and wavefront distortion. While I estimated that a source efficiency of
17% should yield a signal-to-noise ratio of one in an experiment interfacing a photon
source and the hyperfine memory at the end of chapter 3, that performance probably
would not suffice to demonstrate retrieval of non-classical light. It is hard to overstate
how desirable high efficiency is in a photon source for interfacing it with a memory
producing some read-out noise. An alternative to external cavities is to make the
non-linear medium itself the cavity by polishing and coating its end facets. Monolithic
schemes like this had already been successfully implemented at the time of designing the
source described here, for instance in [390], although the reflectivities of the coatings
therein had not been sufficiently imbalanced to strongly favor pair emission in one
direction. Finally there is also the matter of rates. The hyperfine memory was operated
at 1/600 ns ≈ 1.6MHz. To make use of this capability similar heralding rates are
required. The photon generation probability scales with the pumping power, but so
does the conditional second-order autocorrelation, so it was not obvious in advance
what an optimal choice would be. To have the option of using high circulating pump
powers to push the heralding rates, a triple resonant monolithic cavity design was
pursued. For robustness towards potential surface misalignment in the fabrication and
due to the support of mode-size differences inherent to the large frequency difference
in the pump and down-converted modes, a hemispherical cavity design is particularly
suited. This design is also advantageous for the relative ease of coupling beams knowing
that their foci must lie on the planar surface. Mode-matching between free space
propagation and the cavity is accomplished with cemented achromatic doublets.

These were the considerations that entered into the design of the SPDC photon
pair source. A remaining question is how triple resonance of the monolithic crystal
cavity for pump, signal, and idler could be achieved. Generally, this requires three
degrees of freedom. As the specific idler frequency is irrelevant, the pumping frequency
provides one degree of freedom. Secondly, the temperature of the crystal is tuned and
stabilized to yield a second degree of freedom in the crystal length. The third degree
of freedom is provided by mechanical strain applied perpendicularly to the optical
axis, which directly influences the refractive indices of the crystal. This final tuning
mechanism is unidirectional, but with some effort triple resonance should be achievable.
The conversion scheme that was settled on is pump light at approximately 404 nm

down-converting into a signal at 795 nm and an idler at approximately 820 nm. All
the steps of the fabrication process of a monolithic non-linear crystal cavity could be
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Symbol Property Surface Specified value
L Length 7.0(1)mm
Λ Poling period 10.1 µm

Surface quality Plane and curved 10/5 scratch/dig
Top and bottom 20/10 scratch/dig

Parallelism (deviation) Plane, top, and bottom < 20′′

r Radius of curvature Curved 10.0(1)mm
Centricity (deviation) Curved < 3′

Rp
p Reflectivity at 404 nm Plane 99.0(5)%

Rc
p Curved 87.0(5)%

Rp
s Reflectivity at 795 nm Plane 91.5(5)%

Rc
s Curved > 99.9%

Rp
i Reflectivity at 820 nm Plane 91.5(5)%

Rc
i Curved > 99.9%

Table 4.1: Table summarizing the specified properties of the monolithic ppKTP
cavity. The plane and curved surfaces are the end facets forming the hemispherical
cavity. The top and bottom of the crystal are also polished to promote uniform
straining.

outsourced to commercial enterprises. A 28mm crystal of periodically poled KTP for
non-degenerate type-II SPDC was made for us by Raicol Crystals. We had this crystal
cut and polished to our specifications by Photon Laseroptik. It was then dielectrically
coated by Lens-Optics. I have collected all the available specifications of this procedure
in table 4.1. The source was initially set up using a 5mm crystal, but this was short
lived. Almost all the data I show and calculations I perform are therefore for our
longest lived triple resonant source iteration, wherein we used a 7mm crystal.

Let us take a quick look at how these specifications relate to our set goals. Given the
cavity at 795 nm, setting the signal frequency to the Rb D1 line (or near it) should be a
simple matter of ensuring that this cavity is exactly resonant to the desired frequency
with a spectroscopy equipped laser. More on that and setting a triple resonance point
in the next section. To find the bandwidth we can take an intermediate step via the
theoretical cavity finesse, which famously can be expressed as

F =
π

2 arcsin

(
1−√

ρ

2 4
√
ρ

) . (4.1)

Here ρ is the fraction of remaining circulating power after one round-trip, i.e. in
terms of the mirror reflectivities and the single-pass transmission T it is given by
ρ = RpRcT

2. If there is no loss within the cavity, then T = 1 and this expression
reduces to the product of the reflectivities of the end facets. For ppKTP this is a
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good approximation in the infrared, however for the blue pumping light an absorption
coefficient of αp = 1dB cm−1 was measured before the crystal was cut.2 The pump
transmission through a cut and coated piece of it should thus go as Tp = 10−αpL/10, or
T = 85.1(2)% for L = 7.0(1)mm. From the specified reflectivities the finesse of the
signal and idler cavities are both expected to be Fs/i = 70(4), and for the pump, now
including the measured absorptive losses, Fp = 13.3(3) is expected. With this, the cavity
damping rate (what I like to think of as the “single cavity bandwidth”) can be calculated
with the relation F = ∆ν/δν, so the free spectral range ∆ν is still required. The FSR
depends on the group index, ∆ν = c/(2ngL). The group index, in turn, depends on
frequency, polarization, and temperature, but can be calculated from the Sellmeier
equation3 [282]. At 30 °C and with ordinary (extraordinary) polarization of the signal
(idler) it is roughly nsg = 1.91 (nig = 1.80). This yields FSRs of ∆νs = 11.2(2)GHz

and ∆νi = 11.9(2)GHz respectively. The signal (idler) cavity damping rate is thus
δνs = 160(10)MHz (δνi = 170(10)MHz). Due to the double resonance condition the
true linewidth is narrowed [389] – it is the product of two Lorentzian lines with the
calculated widths. That is the way I would usually go about things numerically as well.
However, a closed form for the FWHM bandwidth is provided in [389], so I reproduce
it here:

δνDRO =
√
2
−1

√√
δν4i + 6δν2i δν

2
s + δν4s − δν2i − δν2s . (4.2)

This final step yields δνDRO = 110(20)MHz. Further narrowing from filtering the idler
is possible depending on the choice of etalon. Etalon transmissions are Lorentzian, and
the same approach can be used to calculate the bandwidth after filtering. The result
should then accurately capture the spectral width of the heralded photons.

The reflectivities and losses also have implications for the heralding efficiency and
rates. As the heralding efficiency is defined as the probability of having a signal photon
conditioned on the detection of an idler photon, lost idler photons do not impact it,
merely their rate. The probability of a signal photon leaving the cavity through the
plane surface (i.e. forwards) is estimated by [390] as

ps-for =
1−Rp

s

1−Rp
sRc

se
−2αsL

, (4.3)

2There is also the question of scattering losses at the cavity surfaces. Unfortunately the scratch/dig
specification of surface quality provided and listed in table 4.1 is a standard that applies to the visual
appearance of a surface. It specifies the maximum allowable size of scratches and pits (or bubbles)
on that surface, as well as their maximum density. It is not a quantitative measure of the scattering
losses to be expected, so it does not yield a way to account for them when calculating the expected
performance of a cavity theoretically. Industry professionals have been contributing rants on the matter
to various conference proceedings for decades [392].

3The Sellmeier equation actually yields the refractive index n. The group index is calculated from
it using ng = n− λ ∂n

∂λ
.
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for a signal frequency loss coefficient αs. Note that, for convenience, αs has the
dimension per length in this expression as is common for small waveguides, and not
decibel per length which is more common overall due to its use in fiber specification. If
there are no absorptive losses, the worst case scenario for the signal loss probability (i.e.
backwards emission) based on the reflectivity specification is ps-loss = 1− ps-for(αs =

0) = 1.07%. At a glance this estimate seems reasonable. The absorptive losses are too
small to measure them accurately without a careful calibration of the input. We had
not gone to this effort immediately, and after coating the crystal it is no longer feasible
to isolate material absorption. In a similar crystal, meaning Raicol made ppKTP,
others measured absorptive losses of < 150 ppm/cm at 775 nm [393]. At this level
absorption indeed would have negligible effect, yielding ps-loss = 1.29%. The situation
is plausibly complicated by the incident pumping laser due to blue light induced infra
red absorption (BLIIRA) [394]. The BLIIRA measured in [394], again with a similar
crystal, is αs = 1.8× 10−3 cm−1–1.8× 10−2 cm−1 for 795 nm with intensities between
300Wcm−2–900Wcm−2 of incident light at 397 nm. At this level the effects would be
much more significant. For the range of absorption coefficients quoted from [394], we
could expect ps-loss = 3.6%–22%. Again, this matter was not investigated before the
crystal was coated where resulting data might have been easily interpreted. In the
waist of the pumping cavity mode, which is on the order of 20 µm, we do approach the
lower end of this range of intensities under normal operating conditions. Note, however,
that signs of this effect would scale with pumping power, which is not observed in
experimental losses over the explored parameter space. Indeed, the limiting factor
to the applied pumping power we can readily observe is the thermal stability of the
crystal cavity instead.

Not all predictions based on these specifications will be perfect, in particular the
finesse achieved in the infrared is only about 40. This affects the bandwidth, and
indicates that the calculation for the reverse emissions may be off. Reverse emissions
were not measured directly in this version of the source, but Björn Cotting measured
them for a crystal with the same NIR reflectivity specifications and found that 13% of
all signal photons were emitted backwards [386]. Moreover, practically unavoidable
losses after the signal exits the ppKTP have not been treated at all, but will be
present from the optical elements splitting signal and idler, as well as from coupling the
signal into a fiber. Nevertheless, even a pessimistic outlook on the specifications and
published values still seems compatible with much higher source efficiencies than are
easily obtainable with external cavities or other systems, despite the lack of a reliable
quantitative prediction from specifications. Finally, on to the matter of rates. The
ratio between the circulating power in a cavity and the power at the input is [395]

Ic = T 2
(
1− T 2

√
R1R2

)−2
I0. (4.4)
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Figure 4.1: left A photograph of the oven housing the ppKTP cavity with the
front cover removed. right The setup of the SPDC source including components
used to establish triple resonance at the correct signal frequency. Abbreviations
are SP shortpass, LP longpass, PBS polarizing beam splitter, IF interference filter,
PD photo diode, SPAD single-photon avalanche diode, 8mm etalon with given
thickness.

With the measured transmission and specified reflectivities of the pumping light this
yields Ic = 6.8(2)× I0. Combined with a diode laser input, we can be confident that
this is plenty of power to crank up heralding rates to whatever the cavity temperature
stability, photon quality, and any potential BLIIRA will bear.

4.2 Setup and Operation

The setup of the source, including elements aiding in the establishment of the desired
triple resonance condition, is sketched on the right hand side of figure 4.1. A photograph
of the crystal oven with the front cover removed is shown on the left. The crystal is
sandwiched between two polished copper plates, with a thermoelectric cooler (TEC or
Peltier) element on the bottom to control the temperature and a piezoelectric actuator
on top to apply strain orthogonally to the optical axis. A screw running through the top
of the mount allows for initial straining to yield the largest linear tuning range. Lenses
bracket the oven to mode match collimated beams to the crystal cavity. The 404 nm

pumping laser (Toptica DL pro HP) is operated with a digital laser controller (DLC pro)
to enable reasonably continuous frequency tuning4 (coarse adjustments require turning

4According to the manufacturer, laser diodes this deep in the blue require more sophisticated efforts
to get mode-hop-free tuning ranges in the 10s of GHz than our standard analog controllers offer. A
conspiracy-minded individual might interpret this as convenient.

104



Chapter 4. SPDC Photon Pair Source

the laser’s grating). As the crystal forms a cavity for the pump, initial resonance can be
established simply by scanning the laser. Sufficient blue light leaves the plane surface
of the crystal cavity to see a spectrum on the photo diode labeled PDpump, which is
reached by reflection at an optical longpass filter. This signal is then used to lock the
laser directly to the crystal cavity resonance via feedback to the controller. To set up
operation initially, the unfiltered source spectrum is recorded using a 500mm grating
spectrometer (Princeton Instruments) sensitive to single photons. This enables a coarse
tuning of the crystal temperature and pumping wavelength to ensure that the strongest
output cluster is on the Rb D1 line, at least to within the device’s resolution. The result
is depicted5 on the left side of figure 4.2. While there is a little more structure to this
spectrum than the three clusters theoretically predicted this will not contribute to the
heralded photon mode thanks to spectral filtering of the idler. This coarse tuning sets
the crystal’s temperature in the vicinity of 33.3 °C and the pump laser’s wavelength to
about 404.2 nm. Fine tuning results in small adjustments to these values. To get the
SPDC process running at the precise target frequency, and simultaneously establish
cavity resonance of the idler mode, a D1 line laser (TEM Lasy 795) is scanned over
the cavity from the reverse direction. Initial coupling and spectroscopy is facilitated
by a further photo diode PDseed, this time reached via an optical shortpass. Together
with the blue pump, the incident 795 nm light seeds difference-frequency generation
(DFG) in the crystal, which is emitted into the same mode as the idler is in SPDC.
In contrast to the idler however, this is sufficiently bright light to be detected on an
amplified photo diode PDDFG, reached via flip mirrors in the filtering stage, as well as
with a camera (ThorLabs, DCC1645M, 5.2 µm pixels).

The cavity spectra at the signal and idler frequencies are shown on the right in
figure 4.2. With iterative adjustments to the cavity temperature, on the order 10s–100s
of mK, and applied strain, yielding about 2.5GHz total tuning range of the relative
frequency, while keeping the pump laser locked, the seed and DFG peaks are overlapped
at the point where the seed laser is resonant at the target signal frequency. Some
narrowing in the DFG versus the width of the seed cavity mode is well visible in
this plot, as predicted by equation 4.2. A Lorentzian fit to the seed mode yields
δνs = 370(1)MHz and a fit of a product of two Lorentzians to the DFG peak yields
δνDRO = 194(4)MHz. The latter should accurately capture the true bandwidth of the
photons output by the source. Note that the value of δνDRO = 226(1)MHz we reported
on in [385] was not measured in this 7mm crystal, but in the originally installed 5mm

5This dataset was taken in Berlin by Janik Wolters as he had a spectrometer on hand during the
initial source construction, wherein he originally installed a 5mm crystal. No other spectrometer
measurements for any sources using the triple resonant cavity design are available. In [386] Björn
Cotting presents spectra of the source using a double resonant cavity design used for interfacing in
chapter 5. These are notably cleaner, but I do not know if these matters are related as there are many
confounding factors.
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Figure 4.2: left The coarse spectrum of the source clusters, operated with a
5mm crystal, resolved on a spectrometer. The wavelength is calibrated with a
second measurement sending an attenuated D1 line laser to the spectrometer.
right The cavity spectra of the scanned seed laser and resulting DFG at the idler
frequency given by equation 2.13 before frequency filtering – recorded about 1
month after first use. The scan region captures the main mode of a single cluster.
Over operational timescales of weeks the seed cavity spectrum deteriorates in
an irreversible manner, the fundamental broadens and higher order mode peaks
become prominent when scanning over an FSR. The DFG spectrum is pure, save
for the cluster’s first side peaks at approximately ±∆ν (not shown). They have a
doublet structure arising in the mismatch of the cavity’s free spectral range at the
signal and idler frequencies and an amplitude about 1/20 of the main mode. At
greater detunings this mismatch suppresses emissions almost completely.

crystal shortly after first set up. This is evident from the much larger FSR visible in
figure 2 therein (16GHz) than I calculated for a 7mm crystal above. Naturally, as they
are determined predominantly by material and length, and in contrast to the long list
of predictions with mediocre accuracy due to known unknowns (coating, damage, etc.),
the FSRs at least do behave almost exactly as expected. The numerical proximity of
194MHz and 226MHz is a coincidence and is not predicted by theory. Part of the
reason for this is, that over long timescales there is notable variation, in particular
broadening, in these modes. In day-to-day operation the effect is subtle, and it eluded
us for quite a while. Unfortunately, I thus cannot present a systematic study of its
variation over weeks and months of use. Instead, suffice it to say that this is one more
reason the revised source design is such a boon.

A 16 h measurement of the relative peak frequencies of the DFG and seed spectra,
sampling once per 5min with a 10MHz resolution, is used to estimate the source
frequency stability. The mean absolute drift, which represents the worse case, is
〈|∆s,i|〉 ≈ 15MHzh−1 whereas the mean itself is very close to zero. This kind of stability
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is at least as good as what we observe in free-running lasers, so no frequency lock
between source and memory should be required to interface them for characterization
purposes.

The spatial mode of the light from DFG can be viewed with a camera. Visually, it
is not an ideal match to TEM00 as it exits the cavity, but this is not a quantitative
observation. Arguably this experiment will not resolve how the heralding efficiency
later measured is limited by mode matching, induced losses, and backwards emissions,
but in light of the spatial mode appearance mode-matching seems a likely candidate
for the majority of the losses. A closer examination of this question will follow in the
improved version of the source, so I will comment on it again in section 4.4.

Upon establishing triple resonance at the target signal frequency, the DFG signal is
used to calibrate the filter stage for the idler frequency. This stage consists of an 8mm

thick etalon (274(4)MHz FWHM bandwidth at 822 nm) to remove the main emission
cluster’s side peaks and an interference filter (Laseroptik, 250(20)GHz (570(50) pm)

FWHM bandwidth at 822 nm) to suppress emissions from other clusters.6 After
calibration to the DFG signal, light from a widely tunable laser (M Squared SolsTiS)
borrowed for this purpose is used to characterize the filters at the idler frequency to
yield the above specifications. The filter bandwidth reduces the spectral width of the
mode in the same way the crystal cavity itself does. For later modeling, the final idler
photon bandwidth after the filter is calculated by multiplication of the line shapes
to be 150(3)MHz – its functional form is now a triple product of Lorentzians. This
narrowing will present itself as a slight asymmetry in the signal-idler cross correlation.
The reduction is avoidable by using a thinner etalon to remove the cluster side-peaks.
The transmission in terms of idler count rate in a 400MHz window about the peak is
68%. This too would be larger for less stringent filtering, up to about 80% maximum.

4.3 Output Characterization

The emissions of the source are characterized with coincidence measurements. For meas-
uring the signal-idler cross correlation and conditioned signal autocorrelation the idler
photon is detected with one single-photon avalanche diode (Excelitas SPCM-AQRH-16)
and the signal photon is detected with two SPADs of the same model in Hanbury

6This is a little broader than the average cluster spacing of the original, 5mm cavity measured in
figure 4.2 of 410(40) pm or 195(20)GHz). As that places the flank of the IF transmission halfway to
the next cluster this should make it an excellent filter, and while this measured spacing is smaller than
the theory value of 270(5)GHz, following the formula of [390], this is hopefully still true for the 7mm
source as its spacing is only expected to be 30% smaller. On the failure of simple models, note that
asymmetric spectra are not uncommon in real devices [288]. It is surely fair to say that we got a little
lucky that model failure did not hinder us in filtering, and that we may have actually benefited from
the asymmetry in requiring only a single bandpass style filter.
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Brown and Twiss configuration. This is the standard measurement configuration for the
rest of the characterization as well, excepting the measurement of the unconditioned
idler-idler autocorrelation, wherein the idler arm of the source is instead directed to the
HBT. To illuminate how the measured rates relate to the heralding efficiency and pair
generation rate within the cavity, which is a useful figure for modeling, I will perform
the calculations with a specific example. In an experiment using triple resonance
and a pump power of Pp = 1.2(1)mW measured before the cavity, signal photons are
detected at a rate of cs = 6.8× 104 s−1 and idler photons are detected at a rate of
ci = 1.7× 104 s−1. The signal rate is notably higher as its mode is mostly unfiltered.
The coincidence rate in an 8 ns broad window is r = 4.6× 103 pairs s−1. This rate scales
linearly with the pumping power, so it is fair to give it as r′ = 3.8× 103 pairs s−1mW−1.
The ratio of these rates yields the efficiencies in the signal and idler arm. They are
ηs = r

ci
= 27% and ηi =

r
cs

= 6.7% respectively. The heralding efficiency is then
given by ηh = ηs/ηdet = 45(5)% where ηdet = 60(6)% is the detector efficiency. It
is appropriate to correct for the detection efficiency as the probability of interest is
that of a signal photon being present in the signal arm upon the detection of an idler.
For this, whether the signal is detected or not does not matter. The rate at which
photon pairs are generated in the cavity is, naturally, the coincidence rate corrected
for the losses: R = r/(ηsηi). Conveniently this can be expressed in terms of measured
rates directly with R = cics/r, or R′ = cics/rPp when normalizing to pump power,
yielding R′ = 2.1(2)× 105 pairs s−1mW−1. Similar heralding efficiencies are reached
at all explored pumping powers, indicating that blue light induced absorption is not a
significant factor in limiting this value.

The source can be operated with triple resonance for a period of a few weeks before
the simple tuning procedure of adjusting strain and temperature no longer produces
output at the desired signal frequency. At this point the triple resonance condition can
no longer be met with the same pumping frequency. As there are visible changes to
the cavity modes this is likely deterioration of the crystal due to pump-induced gray
tracking [396, 397]. Multiple kinds of damage with different underlying mechanisms
can occur in KTP. The most obvious kind is the production of absorbing defects,
Ti3+ and Fe3+ centers. Ti3+ can typically be seen as gray streaks in the material
– hence the name – while Fe3+ can produce orange dots. Another kind of invisible
damage is produced by drift of K+ ions out of the irradiated area, which produces a
photorefractive effect by screening the electric field [397]. This process is akin to the
one that occurs in lithium niobate EOMs I mentioned in section 3.2.1. Either form
of damage may be reversible by baking the crystal for a while, but I cannot report
on successes in that regard. Fortunately the effect is quite localized, meaning that a
new triple resonant operation point with well behaved cavity modes can be found by
detuning the pump on the order of 100GHz and readjusting the temperature and strain
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accordingly. This is quite a significant amount of work, and becomes more difficult
the more it is done. After a few such readjustments the standard procedure became
to operate the source without establishing perfect resonance for the pump. Sufficient
pump power is available that the cavity enhancement is not necessary to get reasonable
rates, so the practical condition for operation became merely that the pumping laser
is lockable. To achieve a heralding rate of rh,max = 1.16× 105 s−1 in this off-resonant
configuration about 15mW need to be incident on the crystal. Significantly higher
rates are only stable on a time scale of 10min. In triple resonant operation the maximal
practical heralding rate is about twice as large, but this is a small payoff for the trouble
it causes. For the rest of the measurements presented in this section the source is
operated off-resonantly.

Second-order correlation measurements documenting the performance of the source
are shown in figure 4.3. On the left, time resolved measurements of the signal-idler
cross correlation and the idler-idler autocorrelation are shown. The cross correlation
is measured at a heralding rate of about 1.44× 104 s−1 and shows pronounced super-
thermal bunching for zero time delay, i.e. g(2)s,i (0) � 2. This is a first indication of the
generation of non-classical light. The unconditioned autocorrelation is an excellent
measure for the number of modes N present, following the relation g

(2)
x,x(0) = 1 + 1/N

[242]. The total rate of heralds is kept to 1.7× 105 s−1 to strike a balance between
low multi-photon state probability which could contaminate the mode number, and a
reasonable number of coincidences. Nevertheless, the number of coincidences gathered
in 142min of integration time is only about 7000 total in an 8 ns coincidence window,
which leaves fairly large uncertainties on the autocorrelation in 162 ps bins. The
behavior of a single mode as a function of delay is given by [65]

g(2)x,x(τ) = 1 + exp

(
−2

|τ |
τ0

)
, (4.5)

where τ0 is its coherence time. For Lorentzian light, the relationship between bandwidth
and coherence time is τ0 = (πΓ)−1 [398]. At the end of the previous section the filtered
idler bandwidth was calculated to be 150(3)MHz, yielding τ0 ≈ 2.12(4) ns. As the
value of 2 is reached only at zero delay, the measured value is lower even if only a
single mode is present, should the detectors be subject to jitter comparable to τ0. The
jitter of the SPADs arranged in HBT was measured and is reasonably modeled by a
hyperbolic secant with a FWHM of 1.09(5) ns. For details on SPAD jitter performance
and this measurement see appendix 7.2. The detector response is convolved with the
expected shape of a single mode to produce the model to the measured idler-idler
autocorrelation. The agreement evidences that the idler is successfully filtered to a
single mode. Collecting the counts into a single 8 ns bin to yield a “full peak” estimate
produces an idler-idler autocorrelation of g(2)i,i = 1.336(18). In fact, this is even a little
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Figure 4.3: upper left Signal-idler cross correlation time resolved in 162 ps bins at
a pair generation rate of 0.5 µs−1. The shaded region indicates the 98×81 ps ≈ 8 ns
region of interest in which the averaged values on the right are evaluated. This
data set on the left corresponds to the fourth data point on the right. The slight
asymmetry stems from the dissimilar filtering in the signal and idler arms and is
predicted by the model. Note that in this plot only the line shape is modeled –
the empirical peak height is simply inserted into it. lower left (Unconditioned)
idler-idler autocorrelation time resolved in 162 ps bins. The model, described in
the main text, accounts for the detector response and is compatible with a true
peak value near g(2)i,i (0) = 2, which indicates that only one mode is heralded. upper
right Signal-idler cross correlations evaluated for one 8 ns bin integrating the full
peak as a function of the pair generation rate, effectively averaging over time.
How this axis is arrived at from the detected rates is described in the text. The
maximum value of the cross correlation in small bins (approximating g(2)s,i (0)) at
each generation rate is about 3 times larger on average. lower right Conditioned
signal-signal autocorrelation demonstrating the high single-photon state accuracy
of the source. Larger generation rates, practically equivalent to stronger pumping,
come with an increased probability of multi-photon events.

110



Chapter 4. SPDC Photon Pair Source

larger than the model for a single mode, with or without the detector response, averaged
over 8 ns, which produces the value g(2)i,i = 1.26. When the signal-signal autocorrelation
is measured no features are visible, i.e. g(2)s,s ≈ 1 everywhere. Conversely, this confirms
that filtering is truly necessary to produce a single mode. A careful accounting of
spectral modes from the spectrometer measurement of the source clusters is possible
in principle, and when a peak g(2)x,x(0) > 1 can accurately be measured this approach
has been shown to produce good agreement with correlation measurements in other
experiments [399]. This was not the goal when the spectrometer data was collected,
but a very rough estimate from the relative cluster intensities puts the effective mode
number here at around N = 5. This is sure to be a lower bound as it does not correct
for the substructure of the main cluster (not all of its intensity is in one mode). The
detector response also enters into the model for the shape of the cross correlation.
It is modeled as a convolution with an asymmetric two-sided exponential (i.e. an
exponential in the absolute value of the delay, as above), rising with the τ0 of the
filtered idler, and falling with the shorter τ0 ≈ 1.64 ns corresponding to the coherence
time of the unfiltered signal, calculated from the DRO bandwidth as above. The
peak height is not modeled. Instead the measured peak height is multiplied with the
modeled linewidth to produce the curve in the plot on the upper left of figure 4.3. The
agreement confirms that the observed asymmetry is as expected from filtering, and
that the bandwidth measurement of the light produced by DFG is a good proxy for
the single photons produced by SPDC.7

The single-photon state accuracy is determined by measuring the conditioned
signal autocorrelation. As the detector time resolution is not arbitrarily good, and
the minimum time tagger bin width is not arbitrarily small, the intrinsic g(2)c (0) is
technically inaccessible. This is an issue all heralded single photon sources have
in common and has occasionally sparked discussions over how results are presented
[400]. What is reported is necessarily a time-average of the time-dependent (Glauber)
autocorrelation within a chosen coincidence window – at minimum one bin width –
and the values obtained depend on this choice. This is true of the other coherence
functions as well, but becomes particularly salient with the conditioned autocorrelation
as a measurement of state accuracy. Baring in mind the goal of storing the photons
emitted by this source, and that the sensible evaluation of memory figures of merit

7In chapter 3 I mentioned also using a single photon detector with better timing resolution (MPD
PDM) for sufficiently accurate direct measurement of weak signals to warrant numerically Fourier
transforming an arrival-time histogram to determine the bandwidth. To do so here, two such detectors
would be required as both the idler and the signal need the high time resolution for an accurate
transform. As no second detector was available, any measurement of single photons requires at least
as many assumptions and moreover corrections as the measurement of the DFG light to extract the
true photon bandwidth. I therefore hope that the accurate modeling of the photon data produced by
following this route is sufficiently convincing evidence for my claims concerning the bandwidth of the
photons.
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takes place in a region of interest encompassing the entirety of what is read out, it
behooves us not to be picky. Practically the heralding efficiency is too important
to the interface; we cannot be gating photons away that are not perfectly peaked.
A ∆t = 8ns broad coincidence window properly capturing the full source output is
therefore chosen for this evaluation. This also obviates the need for any detector
response correction as it will easily be captured by the average over such a window.
The trend with the pair generation rate is shown on the right in figure 4.3. Following
some helpful discussions with Pavel Sekatski, we model this trend with equation 24 he
derives in [401] for non-number resolving detectors. This model is expressed in terms
of the photon pair generation probability. For CW pumping of the crystal this can
be estimated as p ≈ R∆t [388, 391]. Disconcertingly for a probability this estimate is
unbounded, however the approximation is only valid for pumping far below threshold
i.e. for small values of p to begin with. The model in [401] also includes ways to
account for dark counts and detector inefficiencies. Significant dark count rates lead
to larger conditioned autocorrelation values at low generation rates, see [399] for an
experimental illustration of this effect. The dark count rates of the SPADs used here
are low, on the order of 10 per second. This is a factor 100 lower than the smallest
photon rates characterized, so this correction is negligible. Moreover the inefficiencies
are already calculated out by the use of the pair generation rate. What remains is then
the simple expression

g(2)c = 2p− p2. (4.6)

This model also works for the cross correlation’s trend with pair generation rate. It is
directly applicable exploiting a relation between the correlation functions which follows
from Bayes theorem [402]

g
(2)
s,i =

g
(2)
i,i g

(2)
s,s

g
(2)
c

model−−−→
(g

(2)
i,i )

2

g
(2)
c

. (4.7)

As the heralded signal entering into the cross correlation and conditioned autocorre-
lation inherits the idler’s mode purity we substitute the unconditioned signal-signal
autocorrelation with that of the idler. The conditioned signal autocorrelation remains
below 1% for generation rates up to R99% = 5× 105 pairs s−1, which is an arbitrary
cutoff but will allow comparison between different source iterations.

4.4 Limitations and Double-Resonant Version

The characterization of the output confirms that the source’s performance met the
goals initially set for interfaceability. Considerable room for improvement is left open
in its long term reliability and practical ease of achieving reproducible operation.
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Symbol Property Value
L Length 5.0(1)mm
∆ν Crystal cavity FSR 17.5(2)GHz
F Measured finesse (infrared) 32(2)
δνDRO Bandwidth 370(5)MHz
〈|∆s,i|〉 Worst case center frequency drift <10MHzh−1 typical
δνfilter Idler filter bandwidth 2.3GHz
rh,max Maximum stable herald rate > 2× 105 s−1

∆t Standard coincidence window 6.48 ns (80× 81 ps)
ηh Heralding efficiency 53(5)%
R′ Normalized pair generation rate 6.5× 105 pairs s−1mW−1

R99% Maximum pair rate with g
(2)
c < 1% 7.5(8)× 105 pairs s−1

g
(2)
i,i Idler-idler autocorrelation 1.28(5)

Ppump, typ Typical pumping power 4.5mW
rh, typ Typical operational herald rate 1.5× 105 s−1

g
(2)
c, typ Typical conditioned signal autocorrelation 0.04

ηh,DL ηh after 60m fiber 40(4)%
τs,min Minimum storage time for low noise 130 ns
Λ Best estimate of actual poling period 10.1465 µm

Table 4.2: Table summarizing the performance parameters of the double-resonant
cavity SPDC source. Values from [386] except for 5 penultimate lines, which are
the parameters as used in and relevant to the interfacing experiments with the
memory described in chapter 5 and were measured directly at the time, as well as
the final entry. The estimated value of the poling period came about when I tuned
the source to the Rb D2 line. More details below in sections 4.5 and 4.6.

The deterioration of the triple resonance point attributed to damage required regular
tedious adjustments, and within a year and a half two crystals had become completely
unusable, one rather dramatically fracturing-off one of its end facets. The operational
solution to the tunability problem became using the source with an off-resonant pump,
which punished the triple resonant cavity design with lower rates than would have
been achievable in the absence of a pump cavity. In the context of a master’s thesis,
Björn Cotting implemented a revised double-resonant source design using a L = 5mm

piece of ppKTP without a dielectric coating at 404 nm on its curved crystal facet, but
otherwise specified identically to the crystal described by table 4.1 (minimal differences
are possible as the curved facet was coated in a separate run by Laseroptik but to
the same specifications). In this version the pumping beam passes through the crystal
twice but does not experience a resonance. This turns the pump frequency into a
fully independent source tuning parameter. Double resonance for signal and idler
can be established using it and the cavity temperature. The pump is locked to a
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passively stable reference cavity at a freely tunable frequency by a PDH sideband offset
lock. A fully detailed characterization of the source output is contained in [386]. The
equivalent values to the important parameters and measurements I described for the
triple resonant source are collected in table 4.2.

The figures of merit of this iteration of the source match or beat those of the
previous version. Establishing the double resonance condition is considerably easier,
allowing for simpler and more reliable operation. Moreover, within the year this
source crystal has been in use it has not begun showing tell-tale signs of damage
like a deteriorating cavity mode structure. Björn’s experiments determined that the
favorable comparison of rates could be tracked back to a purer overall spectrum with
fewer modes. In figure 19 in [386] he even resolves a feature in the unfiltered and
unconditioned signal autocorrelation g

(2)
s,s (0) > 1.3 which was not possible with the

other crystal. He also measures the reverse signal emissions, finding that about 13% of
the signal photons are emitted backwards, and thus implicitly laying down an absolute
lower bound on the mode-matching efficiency of the source emissions into a single mode
fiber of ηm-m > ηh/(1− ηback) = 61(6)% by attributing all the remaining losses to the
mode-mismatch.

4.5 Alterations for Interfacing

Before the main results of the interfacing experiments described in chapter 5 were
collected, two important alterations were made to the SPDC source to lower the rate
of detected background photons in the connected systems. One background source was
traced to uncorrelated photons emitted by the source at the signal frequency. These
are signals that were produced in the correct mode, but were not accompanied by a
heralding event. The signature of this background is thermal and has a noticeable
effect on the photon number statistics of what is read out of the memory. To remove it
the photon generation process is stopped at the source. As type-II downconversion is
a polarization dependent process, a Pockels cell can be used to turn the polarization
of the pumping laser by π

2 and suppress the photon emissions to a good degree. This
has the advantage of not changing the thermal load on the crystal, whose resonance
condition depends on its temperature. This off-switch for the source obviously cannot
be thrown before an idler photon is detected. There is therefore some time after the
arrival of the heralded single photon at its destination after which this uncorrelated
background persists. To find the relevant time scales in the interfaced setting, a 60m

fiber delay line is used in the source’s signal arm and a connection is made to the
memory input. This delay line is motivated in section 5.2.1. Detection occurs after
transmission through the memory setup, for details see figure 5.4. Having established
this connection a second source of noise was found to lie in light scattered from the
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Figure 4.4: left Switching behavior of the constant uncorrelated background
emitted by the SPDC source when the polarization of its pumping light is turned
by π

2 . right Unless the connection between the photon source and memory includes
an optical isolator, induced but switchable noise can make an efficient round trip
from the memory to the source and back delaying the time full switch suppression
is reached by a fixed ∆t = 588 ns.

memory setup into the fiber connecting the source. As this fiber is well aligned to
a plane cavity facet on the source side, any light scattered into it will be efficiently
reflected back through the memory in the signal’s spatial mode. The total transmission
is high enough that this background can be resolved.

Arrival-time histograms of the background from the two identified sources are
presented in figure 4.4. On the left the Pockels cell based switching behavior of the
uncorrelated background present in transmission through the source-memory interface
is shown. The time delay is relative to the idler photon detection time. Heralded signal
photons have a delay ∆τi,s = 260 ns on this axis. The switching time is minimized as
much as it conveniently can be, which means that any memory wishing to be free of
this noise in the readout must have stored the photon for τs > 130 ns with only little
room for further optimization. The programmed off-time is 500 ns. The measured
suppression before the pump polarization is turned back at 900 ns is not dark count
limited. Subtracting this background reveals additional structure when the memory
is turned on. This is shown on the right side of figure 4.4. A switchable background
feature originating in the memory operation is seen to repeat, verified by the features’
joint correlation with the programmed switching time of the optical pumping beams
preparing the atomic ground state for storage. Details of how this light is switched
will be provided in section 5.2.3. What is interesting for the interfacing requirements
of the source setup is the fact that it repeats at a fixed delay, indicating a fixed
additional round trip for light of one source. The final suppression measured is limited
by dark counts. The delay between the repeated features is ∆t = 2 × 294 ns. The
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fiber connecting source and memory has a measured delay of 285 ns. Beside the fiber
itself, 3m → τ = 9ns is a good estimate of the total free space path between the vapor
cell window and the fiber on the memory setup plus the distance between the other
fiber end and the planar facet of the crystal cavity on the side of the source. The
vapor cell windows are wedged and angled, but fluorescence originating in the atomic
ensemble during optical pumping is emitted into a large solid angle. This enables it
to take this round-trip path and it is thus identified as the origin of this background.
The only feasible way to eliminate the effect is with an optical isolator placed in the
signal arm of the source before it is fiber coupled. Both this and the delay line itself
have some impact on the heralding efficiency. In case of the isolator, the impact on
the heralding efficiency results in only a small improvement in the final signal to noise
ratio, so these changes are not made thoughtlessly. The total effect of both measures is
about a factor 2 in SNR. The reduced value of the heralding efficiency is included in
table 4.2 collecting the source specifications, as is the minimum uncorrelated noise free
storage time of an interfaced memory.

To reduce the time between pair generation and idler detection, the idler filter and
detection stages were compacted into a single fiber-linked module. In this configuration
an external cavity was formed, delaying some of the heralding events by integer multiples
of about 30 ns. As these events lead to temporal misalignment of the signal photon from
its expected arrival time, a further optical isolator was placed in the idler arm. This
ensures that no heralding events are systematically produced at undesired delays. The
impact on heralding rate due to losses in the optical isolator is slightly overcompensated
by the reduction in setup elements.

4.6 Tuning to the Rb D2 Line

After the interfacing results presented in the next chapter were produced, I also
attempted to tune the signal photon frequency all the way to the Rb D2 line at
780 nm. I found this to be possible at a pumping wavelength of about 402.9 nm,
improving the best practical estimate of the poling period to Λ = 10.1465µm, varying
the sole externally specified parameter until achieving agreement with the Sellmeier
equation. Note that this is merely a claim about how to get the greatest agreement
between experiment and model, aiming to improve the latter’s usefulness. As no
uncertainty on the poling period is specified it is an obvious value to vary, but it is also
conceivable that modifications to the Sellmeier coefficients could have yielded similar
results. The resulting idler wavelength is 833.2 nm. Under these conditions, rotating
the pump polarization was no longer sufficient to halt the pair generation process,
so the Pockels cell based switch characterized in figure 4.4 was modified to include
a polarizer, switching the intensity incident on the crystal. For a roughly constant
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switching (i.e. heralding) rate, the rapidly varying thermal load averages well with
respect to the temperature stabilization setting the cavity double-resonance condition,
and does not translate to significant time dependence of the spectrum. Conversely,
when the average heralding rate changes, intentionally or incidentally, the crystal set
temperature needs to be calibrated for optimal output.

A circumstantially needful change in the spectral filtration of the idler photon was
also made in the course of this investigation. The wavelength of the idler photon now
exceeds the maximum pass-band that the interference filter used to exclude neighboring
clusters for idlers at λ = 822 nm can be angle-tuned to. This necessitated its removal,
and no appropriately coated substitute was available, but I subsequently found that this
had no deleterious effect on the mode number as estimated by the idler autocorrelation.
This observation joins the spectrometer data taken in the course of the doubly-resonant
source redesign, which is shown in figure 14 of [386], and evidences more pronounced
emission into a single cluster in this iteration than what is apparent in figure 4.2.

Having mentioned these interesting modifications, and as I do not use the output
of this source further in this thesis, I leave the detailed presentation of a statistical
characterization of the source operated at the D2 line to [383]. In brief, vis-à-vis the
remaining figures of merit – efficiency, state accuracy, bandwidth, and rate – the output
remains broadly comparable to the values listed in table 4.2. In particular, it is safe
to say that an atomic memory operated at the D2 line would be compatible with the
retuned source, if it meets otherwise similar demands posed to a D1 line memory under
design operation.
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Chapter 5

Zeeman Memory

The time for compromise is over!

Roman Schmied

In this chapter I will introduce a lambda memory that works towards overcoming the
limitations of the implementation discussed in chapter 3 by using polarization selection
rules and controlling the Zeeman states of the atoms. Many technical insufficiencies
are addressed as well. Moreover, the timing logic and switching speed are completely
overhauled to make the memory more generally compatible, in particular to heralded
single photon sources. After discussing the overhaul to the technical implementation, I
report on results obtained through interfacing the improved version of the photon pair
source presented in chapter 4 with this memory. These will show that the read-out
emission from the memory is dominated by single photons. After presenting the
main result I detail further measurements including spectra of the memory noise, a
characterization of the effectiveness of the state preparation, as well as the method
used to determine the atomic temperature. In particular the source-memory interface
measurements presented in section 5.3 were obtained working with Roberto Mottola.
After completing this manuscript, the main results of this chapter alongside simulations
implemented by Roberto were published in [382]. For details on modeling I refer the
reader there or to his thesis [383].

5.1 Scheme

When introducing lambda schemes within the structure of the 87Rb D1 line in section 3.1
I restricted the discussion to orthogonal linear polarizations and pointed out the
problem of excited states that could absorb the signal without storing it. Implicitly, a
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Figure 5.1: Energy diagram of the 87Rb D1 line including Zeeman degeneracies.
The signal and the control are prepared in orthogonal circular polarizations and
a four-level system of the labeled memory transitions is isolated by preparing
the atoms in the stretched state |g〉 = |F = 2,mF = 2〉. Only transitions to
|e1,2〉 = |F ′ = 1, 2,m′

F = 1〉 are allowed to the signal and |s〉 = |F = 1,mF = 0〉 is
set by two-photon resonance. The values of the hyperfine splittings are taken from
Steck’s collection of alkali D line data [115].

second deficit of the hyperfine scheme is that interaction processes are available to the
control that produce noise. Without control of the atomic Zeeman state, circular light
polarizations do not seem to offer an advantage at a glance. Comparing the expected
noise levels is somewhat involved due to the large number of FWM channels [403],
which is only one noise source. At minimum there remain purely absorbing transitions
regardless of the selected roles of the ground states. Here, these are signal transitions to
|m′

F | = 2. Given such control, however, the existence of a special ground state becomes
apparent. For a circularly polarized control beam with polarization σ± the ground state
|F = 2,mF = ±2〉 becomes a dark state, i.e. it is decoupled from the electric field, as
no excited state with F ′ = 3 exists on the D1 line. The four-level system implied by a
perfect state preparation is sketched in figure 5.1. Here the quantization axis is chosen
to coincide with the propagation direction such that circularly polarized light is purely
σ±, although the sign is arbitrary assuming near zero magnetic field. This scheme
has two advantages, firstly there are no non-interfering, purely absorbing pathways on
which to lose the signal, and secondly the control cannot interact spuriously with the
ground state atoms eliminating this noise source.

To the best of my knowledge, this scheme was first used to avoid four-wave mixing
noise explicitly in an experiment combining an atomic photon source (read-only memory)
and memory both based on EIT in hot ensembles [384]. In the final appendix of his
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doctoral thesis, Josh Nunn credits this noise avoiding “trick” to Jean Dalibard in private
communication, but goes on to dismiss its suitability in the Raman case due to fully
destructive interference of the scattering pathways over the two possible excited states
in the far detuned limit [198]. That the dipole matrix elements of the Raman processes
with each of the excited states in this type of scheme have equal amplitudes and
opposite signs holds true generally across all alkali lines, and can be traced back to the
orthogonality of state components with different nuclear spin projections [404]. Indeed
[404] is an interesting study as an attempt is made to quantify with what detuning this
level scheme implementing the DLCZ protocol should be operated to maximize the
signal-to-noise. Ultimately, a small optimal detuning range around ∆ = −2π×1.5GHz

is predicted. Signal-to-noise ratio optimizations, in particular with regards to a specific
process, are always system dependent: subject to temperature, the relative bandwidths
of signal and noise, the scaling of other noise processes including those of the detectors,
and so on. For the purposes of efficient broadband storage the increase of the necessary
control intensity with detuning must also be considered. The result therefore does not
transfer directly, but perhaps it can serve as a reasonable upper bound. In 2014 a
study also on read-only memory was published finding that using circularly polarized
beams over linearly polarized ones was sufficient to observe a reduction in FWM noise
without preparation of a Zeeman state [403]. Some of the experimental choices made
therein are quite strange in our context of broadband on-demand storage, for instance
the interaction is tuned in between the excited states where both strongly destructive
interference and considerable absorption without storage is to be expected without
state preparation. The model is presented in terms of process rates per FWM channel,
whereby the experimental identification of the responsible channel in each case is
subject to its narrow spectrum. Once again transferring inferences to the present case
without a full recreation of the work is difficult, but optimistically it seems to indicate
that improvements can be expected without perfect state preparation. Following this
brief review the implications of the destructive interference on the memory efficiency
here remain unclear. I therefore begin with a simple model adapted to the case at
hand to get a feeling for this effect.

5.1.1 Line Shapes and Excited State Interference

As I argued in section 3.1, destructive interference between memory interaction pathways
can be addressed by choosing the detuning from the excited states so that one pathway
dominates over the others. How the interaction strength varies with the detuning is
described by the line shape of its transition. In hot vapor cells with buffer gas the
natural 87Rb D1 line shape, a Lorentzian peak with a FWHM of 2π × 5.75MHz [115],
is dramatically broadened. A Gaussian contribution to the full line shape is given by
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Doppler broadening due to the atomic motion. The shift in frequency experienced
by one atom due to its motion is ωD = −~k · ~v [366], where ~k is the wavevector of the
light and ~v is the atom’s velocity. Assuming a Maxwell-Boltzmann distribution of the
velocities (MBD), this results in a frequency distribution with a Gaussian profile and a
FWHM of

δω = |~k|

√
8kBT log(2)

m87Rb
. (5.1)

Furthermore there is the effect of the buffer gas to consider. Via collisional processes,
the presence of a buffer gas can shift and broaden atomic lines [405]. This broadening
is Lorentzian in nature and its extent can be modeled phenomenologically. For the Rb
D1 line N2 buffer gas induces a line shift of αs = −7.41MHzTorr−1 and a broadening
of αb = 16.3MHzTorr−1 [406]. These values depend both on the species of buffer
gas and on the atomic line. The shapes of these two broadening mechanisms can be
convolved to yield a model of the observed line shape, a Voigt profile. The form of this
absorption profile is given by [407] in units of (|~k|u)−1 as

sI(y) =
√
π<

(
exp

(
(a− i2y)2

4

)
erfc

(a
2
− iy

))
. (5.2)

Here y = ∆(|~k|u)−1, a = Γ(|~k|u)−1, where u is the 1/e width of the MBD

u =

√
2kBT

m87Rb
, (5.3)

and erfc is the complementary error function.

To understand whether the interference affects the viability of this scheme near
resonance, this line shape can be used to compare the relative transition strengths
of the transitions involving different excited states as a function of detuning. We
know to expect equal transition strengths for each lambda system on its resonance,
as well as equal strengths in the far detuned limit. Note that the transition strengths
of the lines constituting the lambda schemes are not the same: the strengths of
the σ− transitions (|F = 2,mF = 2〉 → |F ′ = 1,m′

F = 1〉 versus |F = 2,mF = 2〉 →
|F ′ = 2,m′

F = 1〉) have a ratio of 3 : 1 and those of the σ+ transitions (|F = 1,mF = 0〉
→ |F ′ = 1,m′

F = 1〉 versus |F = 1,mF = 0〉 → |F ′ = 2,m′
F = 1〉) have a ratio of 1 : 3

[366]. This means that working near (red-detuning from) F ′ = 1 favors the absorption
of the signal but leads to weaker control coupling and vice versa for working near
(blue-detuning from) F ′ = 2. In figure 5.2 I first plot one side of the Voigt absorption
profile of a single atomic line, normalized to the absorption on resonance. To then give
an impression of the parameter regime wherein we can expect one lambda scheme to
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Figure 5.2: left Absorption of a Voigt shaped atomic line normalized to peak
absorption as a function of detuning ∆. right The ratio of the transition strengths
(i.e. line shapes) of two Voigt profiles separated by the excited state splitting. The
plot is anti-symmetric about the center frequency between the excited states. A
value of 1 on the y-axis is a valid proxy of fully destructive interference between
the lambda schemes and is approached asymptotically on either side of the plotted
range.

dominate over the other, I plot the ratio of two such Voigt line shapes detuned from
one another by the excited state splitting. The parameters entering this figure are
an atomic temperature of Tat = 50 °C and an N2 buffer gas pressure of pN2 = 5Torr.
Note that y-axis of the right plot does not map neatly to memory efficiency – it is
not quantitatively representative of the two-photon lambda process – but it does
indicate that concerns about interference significantly hindering this memory scheme’s
effectiveness are unnecessary within moderate detunings to the red (blue) of F ′ = 1

(F ′ = 2).

5.2 Setup

Required components to practically implement this memory scheme break down into
the same categories I identified in section 3.1: a (proxy) signal, the control, an atomic
ensemble, means of state preparation, and noise filters. The new target signal is, of
course, the topic of chapter 4, and the optical setup of the laser test signal remains
as I described it in section 3.3.1. A photo of the memory itself is shown in figure 5.3.
This corresponds to the bottom part in the sketch of the complete and combined
source/memory setup depicted in figure 5.4. Since the experiments of chapter 3,
considerably more space became available for these experiments. In the course of this
the setup has spread out, and little effort has gone into compacting its total footprint.
I will detail modifications and improvements to the components here, focusing on
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Figure 5.3: A photo of the heart of the memory experiment, which is now spread
out over a whole optical table.

the differences to what I described previously, and addressing the technical wish list
laid out in section 3.6. Some components, such as the electro-optic modulators for
generating pulses from CW light, are identical and thus I do not describe them again.
The most significant technical change overall, demanded by the goal of storing photons
from a heralded source, is that the entire memory process must now occur on demand
upon a spontaneous external trigger. This constitutes a paradigm shift with regards
to electronic requirements, in particular, insertion delay, jitter, and the maximum
response rate to external triggers become significant figures of merit. Optical switches
also need to be reactive. Further, state preparation of a Zeeman state requires one
laser more than state preparation of a hyperfine state, and it will also turn out that
switching requirements preclude the use of AOMs. I will now quantify these timing
requirements and describe the electronics that meet them, then discuss the optical
setup.

5.2.1 Requirements of an Externally Triggered Memory

Experiments with a deterministic single-photon source, deterministic as always in the
sense of section 2.2.1, can be repeated periodically. A convenient consequence is that
if a device takes a while to respond, it can just be triggered earlier. With periodic
repetition this is even possible when the delay is longer than the entire experiment
time. Experiments storing high bandwidth signals for short times approach this limit
quite easily, indeed it is reached in the hyperfine memory. The situation is markedly
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Figure 5.4: Experimental setup: ECDL external cavity diode laser, PC Pockels
cell, ppKTP monolithic periodically poled potassium titanyl phosphate cavity, LP
optical longpass, PBS polarizing beam splitter, IF interference filter, x× ymm x
etalons of thickness y – see table 3.1, SPAD single photon avalanche diode, DL 60m
fiber delay line, DDG digital delay generator, AWG arbitrary waveform generator,
SOA semiconductor optical amplifier (fiber connections omitted), DM dichroic
mirror, EOM electro-optic modulator (fiber connections omitted), TA tapered
amplifier, CP calcite polarizing prism, λ/2 half-wave plate, λ/4 quarter-wave plate,
µMS 4-layer mu-metal magnetic shield, HBT Hanbury Brown and Twiss configured
single photon detectors, M fiber connection for monitoring the control. The labels
S, P, and C represent the fiber connections of the signal, pump, and control to the
memory respectively.
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different when attempting to interface a memory with a heralded photon source. Upon
the detection of the idler photon the signal photon is already on its way. Famously,
light is pretty fast, and because the start of the experiment has only just been marked
there is no “earlier” when an irresponsive device could have been triggered. The time
between the entry and exit of a signal into a device or medium is called insertion
delay.1 The insertion delay of free space in this sense is about 3.3 nsm−1, and that of
optical fiber is about 5 nsm−1. The first order of business in interfacing these systems
is therefore to ensure that the insertion delay of the signal photon to the memory is
longer than that of the idler photon to its detector. Fancier means of doing so are
mentioned in section 2.1.1, but optical fiber is simple to use, minimally variable, and
reasonably priced. But how much should the signal be delayed by?

Let us first reexamine the hyperfine memory with this newly gained perspective on
responsiveness. The electronic switching was performed by a general purpose AWG
(Tektronix AWG7122C, described further in section 3.2.2). I measured the insertion
delay of this device to be 162 ns, which I intuit to be reasonable performance for such
a complicated device – compare the 10 nsm−1 delay caused by mere coaxial cable –
but is quite long in absolute terms considering the experiment timescales. The optical
switching of the control/pumping beam included an acousto-optic modulator. Here
the exact values vary with the device, its driver, and the cable length, but a typical
figure between electronic trigger and the beginning of the optical response is 400 ns.
Disconcertingly, a closer investigation of the matter reveals that the time from the
beginning of the optical response to when a suppression exceeding 1 : 103 is achieved,2
even when using a focused beam for improved switching speed, is much longer – on
the order of a few microseconds. The effect of this may be small for storage times
of 50 ns, but to ensure that the memory is not read out preemptively by a randomly
scattered photon during longer storage a delay of this order is required. Unfortunately,
the impact of this approach on the interface performance would be deeply negative.

For single photons it becomes particularly apparent that optical fiber suffers from
4 dBkm−1–5 dBkm−1 transmission losses due to absorption at 795 nm. A 100m fiber,
for example, corresponding to a delay of just 500 ns, maximally transmits 90(1)% of
the signal, even with perfect incoupling. By the time an AOM finishes switching at
a level of 1 : 103 a fiber delay line would have absorbed > 50% of the signal, and
thus truly entered the realm of Pyrrhic solutions. An alternative was found, but not
by way of a device available off-the-shelf at the time. I will detail it in section 5.2.3.

1This term is also used when the signal entering a device is a trigger and the device output is
arbitrary, including the case of an electronically triggered optical response, although response time
might have been a more fitting name in these cases.

2This ratio does a much better job of capturing the time taken to reach the desirable attenuation of
a strong beam, say with I ≈ 10Isat, into the weak probe regime, I < Isat/100, than commonly specified
90 : 10 fall times.
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Yet another matter is the memory lifetime. Interference experiments between stored
photons and photons directly emitted by the source, or between subsequently stored
photons, are of principle interest as a means to determine the memory fidelity. For
reasonable coincidence rates in such experiments, as well as for a fair characterization
of the memory performance, the delay must be shorter than the lifetime. The results
of the hyperfine memory experiment have plenty of room for improvement in that
regard, but set a baseline that encourages caution. Finally, longer delays also increase
the minimum total experiment time, which sets the maximum repetition rate. If this
rate does not exceed the heralding rate of the photon source the memory becomes the
limiting factor to the interface’s speed. All these factors motivate my initial choice of a
60m fiber between the photon source and the memory, which turns out to delay the
signal by 285 ns.3 Anti-reflection coatings on the end-facets enable a transmission of
about 93%, including coupling.

As I originally discussed in section 2.1.4, the stopping of light with EIT relies on the
control field being turned off while the signal is within the storage medium. Concretely
this means that the optical signal and control pulse, or technically its falling flank,
must coincide in the vapor cell temporally. The limit to the quality of this temporal
overlap is given by the shot-to-shot variance in the timing signal delays, which is called
jitter. The most common specification of jitter is one standard deviation (RMS) of a
series of delay times.4 The FWHM depends on the distribution of the jitter, for the
normal distribution it is larger by a factor 2

√
2 log 2. The maximum time difference,

or peak-to-peak jitter, represents the worst case scenario – usually this is roughly 5
times the RMS value. In chapter 3 the electronic signal and control pulses were both
generated by the AWG7122C, and I begin this evaluation implementing storage as
therein. The total internal jitter of this AWG is specified to be about 30 ps RMS, which
is thus the fundamental limit to the quality of the time-alignment. Practically, as this
is much smaller than the pulse widths, the alignment can be fully optimized. In the
scenario of storing a heralded single photon, the trigger to the memory is produced by
a single-photon detector measuring an idler photon. The single-photon avalanche diode
used for this purpose (Excelitas, SPCM-AQRH-16) has its time resolution specified
to > 350 ps. The measure used for this specification is ambiguous. While purely
electronic devices are almost exclusively specified with RMS jitter, a full width at half
maximum measure would be typical for specifying optical impulse response. Moreover

3To determine the absolute delay of the fiber I measure the relative delay in signal detection with
and without the signal passing through it.

4Jitter as a measure is intended to capture timing variance due to phase noise. The time interval
over which it is measured should therefore be short. Longer term variation, driven by temperature,
is called wander, and can include sources like thermal length variation in coaxial cable. A third
detrimental effect, called walk, is variance in the amplitude of the trigger signal, which translates to
timing variance in when the device’s trigger voltage is reached.
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Figure 5.5: In a pulse storage experiment the programmed delay between the
electronic signal and control pulse generation is scanned and the retrieved pulse
area is recorded. Lower values of τgen correspond to the control pulse arriving
earlier than the signal, but do not map perfectly onto the arrival time of the optical
signals at the vapor cell due to some optical path length difference between the
amplification and attenuation stages. The errors of the data correlate as they are
caused by an offset.

slight misalignment or insufficient focusing of the incident light rapidly degrades the
detector’s temporal response [408]. To verify its performance empirically an optical
signal significantly shorter than 350 ps is required. A characterization of this kind
can be found in appendix 7.2 and is most compatible with the specification being an
RMS value, but is confounded by potentially sub-optimal focusing. For the following
estimates, I will assume it to be an RMS value. This is dubious, but ultimately
irrelevant – all models for data acquired with these SPADs use empirical values for
the achieved time resolution, and by time of writing we had acquired detectors with
better performance and unambiguous specifications we could verify independently.
Either way, when storing heralded photons detector jitter fundamentally limits how
well the signal and control can be time-aligned, and jitter relative to this trigger from
“downstream” devices involved in the control pulse generation adds further variance to
their coincidence in time.

To quantify the effect of temporal misalignment of the control to the signal, the
delay can be varied in an experiment not limited by jitter. A scan of the relative
generation time by the AWG of the signal and control pulses used in chapter 3 is
shown in figure 5.5. Signal pulses, attenuated to the weak probe regime (peak power
of a few nanowatts) for high SNR and a rapidly performed, thus well controlled,
experiment, are stored, and the retrieved pulses are measured on a sensitive avalanche
diode (MenloSystems APD210). The variation in the retrieved pulse area is modeled
as Gaussian with a FWHM of 3.6(3) ns. This is the scale on which jitter drastically
reduces the memory efficiency. The data are slightly asymmetric, and could instead
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be modeled with independent sensitivities to early and late control pulses. This has
a plausible physical explanation in the asymmetry of the signal pulse, which is still
programmed to produce the shape shown in figure 3.4. The right flank of the data,
which corresponds to the control pulse arriving later than optimally, leaves the control
reasonably well overlapped with the tail end of the signal. It falls about 30% slower
than the left flank, where the faster rising edge of the signal lies. Obviously the
sensitivity also depends on the control pulse width, shorter pulses requiring better
alignment. An experiential rule of thumb I have found in experiments not limited
by jitter is that alignment in steps 1/20 of the control pulse width are sufficient to
reliably find a small deviation from the maximum memory efficiency with regards to
time-alignment. For visualization, this is 1.5 times the narrower step-size used about
the peak of the data shown in figure 5.5. This sets the bound on jitter having no
significant detrimental effect on memory efficiency, and it appears to be reached in an
experiment interfacing a heralded source just by the idler photon detector performing
ideally. It is therefore desirable to produce as little further jitter in the memory as
possible.

The intrinsic jitter in a device’s output is not necessarily the same as its jitter to
an external trigger. Electronic synchronization can accomplish wonders for timing
accuracy, but a device reacting to a probabilistic process must, by definition, do
so asynchronously. Optimization seems simple. Measure the trigger signal on an
oscilloscope, find the steepest point on the voltage flanks, set the device’s trigger level
to the voltage measured at this flank (assuming the device allows for this), and enjoy
minimal additional jitter. This does not generally guarantee that the jitter is now the
same as it would be if the device were acting as its own clock, which is sometimes the
only figure directly specified. While absent from the documentation included with the
AWG7122C, I found a technical brief made available online wherein the manufacturer
mentions asynchronous operation and estimates the jitter to an external trigger to be
500 ps, dependent on the sampling rate [409]. The measurement thereof is not detailed
further, and it is ambiguous whether this is intended to be a peak-to-peak or RMS
value. Fortunately, the additional jitter induced by a device to the signal chain can
be measured by synchronizing an oscilloscope with the original trigger and measuring
the temporal variance of the device output. This measurement can of course also be
performed with all the devices processing a signal in series to yield the system jitter. If
k devices in a signal chain have uncorrelated jitters δτi, the system jitter is given by
the root sum square δτtot =

√∑k
i=1 δτ

2
i . When measuring jitters it is important to

ensure that the oscilloscope is actually capable of resolving them, and to note that jitter
usually increases with delay. In this way, and using a high sampling rate (40GS s−1),
low jitter (< 2 ps RMS) oscilloscope (LeCroy WaveRunner 640Zi), I measure that
the AWG7122C has an RMS jitter of about 130 ps, concluding that the specification
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probably represents a peak-to-peak value. Starting with 350 ps detector jitter, this
would only increase the expected RMS system jitter to 373 ps.

Finally the question arises whether the maximum rate of external triggers a device
accepts could be a limiting factor. Usually this rate is the inverse of the duration
of the output plus a small constant. Bizarrely, the AWG7122C used previously as
well as another device of the same model found in-house are both subject to a known
manufacturing defect, which limits the accepted rate of external triggers to about
fmax = 9× 103 s−1. I got this confirmed by Tektronix support after failing to exceed
this rate in a series of ever simpler tests, but alleviating it would have required returning
the device for repair. This slightly exceeded what I wanted to do with a device that I
had merely borrowed, and with the knowledge I have detailed in this section in mind I
searched for suitable specialized devices to replace it with. I will briefly cover these
devices’ novelties, but their main purpose remains just as described in section 3.2.

Logical Signals and Pulse Generation

While the true “master clock” of an experiment interfacing a heralded single-photon
source is the idler photon’s detector, all devices in the memory will require a timing
signal, i.e. a voltage pulse, to react to the presence of the signal photon. The device
directly triggered by the SPAD should therefore serve to deterministically delay and
redistribute trigger or follower signals as they are required. Here I opt for the Highland
Technology T564, a 4-channel digital delay generator (DDG in figure 5.4). In particular
with regards to the timing figures discussed in this section this device performs well.
Its insertion delay is only 20 ns, making it compatible with a short signal delay line.
Its jitter to an asynchronous external trigger is specified to < 35 ps RMS, well below
the jitter produced by the idler’s detector. The device manual contains a much more
detailed specification as a function of delay [410], as well as a bunch of notes on
what limits the device in what delay range. For a programmed output duration t, its
maximum rate is fmax = (t+60ns)−1, which is an insignificant increase in the minimum
experiment time. Its resolution is 10 ps. In pulse train mode it can also repeat the
output of one or all of its channels periodically after the programmed sequence ends
for the first time, with a delay variable in steps of 20 ns, minimum 60 ns. Its 4 channels
are not quite sufficient to address every device, and two T564s are required to operate
the Zeeman memory. An associated benefit is that its compact size enables strategic
placement near where the signals need to go to cut down on cable length and the
associated delay. Using these two devices in series I also perform a jitter measurement
here, finding 41(2) ps RMS jitter for a delay of 200 ns at 200 kHz. The error represents
short term drifts in the standard deviation. Assuming equal contributions from the two
devices, each contributes about 29 ps RMS, which agrees perfectly with the specification

130



Chapter 5. Zeeman Memory

in [410].
The positive experiences with Gaussian control pulses qualify the demands for

AWG timing resolution, as detailed pulse shaping seems not to be needed. For pulse
generation I therefore turn to the PicoQuant PPG512 (AWG in figure 5.4). This device
integrates a digital-to-analog converter and amplifier to produce up to 12V with 8 bit

amplitude resolution and 200 ps time bins. The insertion delay is small, on the order
of 10 ns. The jitter is loosely specified as < 200 ps. Measuring, I find 95(2) ps RMS
jitter on the electrical signal (92 ps subtracting the trigger jitter). The maximum rate
is set by the inverse of the device record length, which as its name suggests is 512
samples or 102.4 ns. This produces a slight oddity of operation. If the storage time
exceeds the record length, the device must be programmed to produce one pulse and
receive two triggers. This is facilitated by the delay generator’s pulse train mode.
While it is supposed to be possible to have a trigger interrupt the PPG512 and restart
its output, my device does not support this feature (it was implemented in the first
hardware revision). Therefore, to produce two control pulses within the record length
for short storage times they must be programmed into one pulse sequence. For longer
storage times, the step size of the T564s pulse train mode restricts variation to 20 ns

increments. To achieve arbitrary storage times a second delay channel would have to
be used, but this is not necessary for characterization. In a real use scenario the photon
would presumably be read out on-demand, with a trigger coming from the external
device requesting the photon. Provided with such a trigger, the memory operates fully
asynchronously.

The final signal chain for the control pulse consists of the idler detector, two T564s
in series, and the PPG512. In a further measurement using one T564 for trigger
synthesis as above but also including the second T564 and the PPG512 I find the
optical signal5 after amplification jitters by 126(3) ps RMS. This is about 20% more
than can be accounted for from the electrical signal, and corresponds to an additional
uncorrelated source with 75 ps RMS jitter. Due to the small effect on the final value I
have not investigated this matter further. Subtracting the DDS jitter from the optical
measurement and replacing it by the specified 350 ps photon detector jitter yields
a predicted RMS jitter of the optical control pulse in an interfaced experiment of
371 ps, subject almost entirely to achieving the detector specification. To estimate the
effect of this amount of jitter on the obtainable efficiency I model it as a Gaussian
line shape (unity area) with σ = 371 ps and convolve it with the line shape of the

5The optical detection is performed with a fast InGaAs photo diode (ThorLabs DXM30AF,
DC–30GHz) with a specified impulse response of 19 ps. This measure is the FWHM of the min-
imum detector response, i.e. the response to arbitrarily short signals. If the shape of the response is
also specified the full instrument response function is known, and its standard deviation is equivalent
to a jitter specification. While the shape is not explicitly stated we can judge from the small FWHM
of the response that it should have no significant impact on the measured jitter value.
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model of figure 5.5. A subsequent comparison of amplitudes predicts a 3% relative
reduction in memory efficiency due to jitter. Note that this prediction depends both
on a signal/control shape dependent model and on achieving a best case detector
specification, which is not directly verified. As the photon waveform and control pulse
in the final series of storage experiments are both somewhat narrower than what enters
the (quasi) jitter-free model, this is a lower bound on the detrimental effect of jitter on
our interface.

5.2.2 Control Pulse Amplification

The generation and amplification process of the control pulse is depicted in the box
labeled control in figure 5.4. An electro-optic amplitude modulator (Jenoptik AM785)
is used to generate pulses from a CW diode laser. Then these pulses are then amplified
with a tapered amplifier and spectrally filtered before being sent to the vapor cell. The
pulse width can be varied using the PPG512; the standard test case is programmed as
a 4 ns FWHM Gaussian pulse. While the principle approach is the same as described
in section 3.3.2, there are a number of notable technical improvements to remark upon.
Firstly, the control laser is now exclusively used to produce control pulses. This means
that the EOM can be locked by the low duty cycle technique described in section 3.2.1,
which is convenient and mildly beneficial to its performance. The EOM is the same
model as that of chapter 3, but the device has been replaced once within 5 years
due to cumulative photorefractive damage. Consequences of this damage included
ever faster drifts of the required DC bias at full optical power, on the order of 20 s to
cover the full range. The maximal transmission also suffered, decreasing by around
30%. To improve behavior and spare the replacement EOM a similar fate the laser
power is attenuated to 5.7mW before the EOM, leaving a peak power of 800 µW at
the TA input. The drift in the required modulator bias is significantly slowed by
this change, and the device remains within one locking range for hours. This lower
power is sufficient because the TA gain chip was also replaced (Toptica BoosTA pro
with TA-790-2000-1 chip). The gain region of this TA is peaked at 789 nm with a
10 dB-below-peak bandwidth of 38 nm, making it easily capable of its full performance
at 795 nm. This also obviates the need for anamorphic beam shaping optics before the
amplifier, in fact a circular beam seems to work better with this chip than an elliptical
one. The TA is not saturated by this light; the CW output is around 1.1W of a
maximal 3W. This is done intentionally after experimentally determining the required
control intensity, so that excess power is reduced before the EOM and amplification.
In the rest of this characterization data the generated control pulses correspond to
those that optimize memory performance. Direct comparison of memory experiments
conducted with the same control intensity on the atoms but with attenuation either
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Figure 5.6: left The necessity of spectral filtration of the TA output for effective
suppression after the memory is illustrated by the beneficial effect of additional
filtration on the noise rates. The transmission of the control pulses by the second
etalon is about 75%, which is divided out of the 2 etalon rates. The falling flank
of the second trace is well fit by an exponential function with a decay time around
τ = 17ns, in good agreement with what was observed using spatial filtering. The
peak looks like it might still contain a Gaussian remnant – this component is
isolated by subtracting the exponential fit to model potential control leakage.
right The shape of the control pulse programmed to be a 4 ns FWHM Gaussian is
measured using a fast diode (ThorLabs DXM30AF, DC–30GHz). The plot shows
a measured, normalized pulse almost perfectly described by a Gaussian with a
FWHM of 3.77(4) ns. This small discrepancy between programmed and measured
width is reproduced for other settings and found to be constant, in absolute terms,
over the explored range (programmed FWHM < 8 ns).

after the TA or before the EOM reveal noticeably better performance in the latter
case, both with regards to memory efficiency and noise. Potentially this could be due
to both devices. Less stress is put on the EOM lock leading to a lower background,
and the TA operates in the linear regime yielding more accurate pulse shapes. I have
not quantified how much this is the case and which of the devices benefits more from
the arrangement, but I have observed increased noise from the TA when saturated in a
separate comparison, and the improvements in the EOM stability are evident.

Increased power output from the TA also mandates more thorough spectral filtering
before the memory. To estimate the suppression of the signal frequency in a control pulse
I take a −40 dB expected ASE noise floor from the TA and subtract the suppression
at the hyperfine splitting ∆hf = 6.8GHz, as listed in table 3.1, of each etalon used to
prepare the pulse. This value can be compared to the expected suppression of control
frequency light in the spectral filters after the memory. Leakage of a control pulse
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through these filters is easily identified in arrival-time histograms. On the left side
of figure 5.6 I show a comparison of the control pulse induced noise in a periodically
repeated experiment with either one 2mm etalon (expecting −58 dB suppression) or
two (expecting −76 dB suppression) cleaning its spectrum before the memory. An
etalon of this thickness induces about 1 ns of additional delay, which is compensated
electronically. In both cases two interference filters (Laseroptik, FWHM ≈ 400 pm

at 795 nm, angle tunable) are also used to filter the light, but transmit the control
and signal frequencies equally. The light is sent to the vapor cell, but unlike previous
experiments no misalignment between the spatial modes of signal and control is
intentionally produced. Any reduction in transmission of the control over the signal
in this stage can be traced back to a minimal difference in the quality of the mode
matching to the fiber following the memory due to slightly different beam waists. After
the memory, however, three 4mm etalons (expecting −78 dB suppression) serve to
remove light not at the signal frequency. In the one etalon pre-filtering case the noise
has an obviously Gaussian peak component. This is removed by adding the second
etalon, leaving a fairly pure exponential decay. A small, roughly Gaussian remnant
appears to remain near the peak, but this is ambiguous as any sharp onset of light
could also appear as a Gaussian peak due to the instrument response of the detector.
Subtracting an exponential model based on the long tail of the noise reveals thorough
misalignment in time of the remnant from a peak that would be caused by leaking
control light, which is centered at zero in all cases. Its amplitude, compared directly, is
also incompatible with the measured CW etalon suppression at a detuning equal to
the hyperfine splitting by nearly an order of magnitude. These observations support
an atomic origin of this light, but the effective removal of the coherent control light
will ultimately be verified spectrally.

Due to the low duty cycle operation, the average incident power on the optics
is significantly lower when the TA produces pulses than what it would be if it were
seeded in CW. Initial alignment is done at low power of equivalent average, but the
final optimization of the etalons and the fiber coupling to the memory are all done
directly with pulses to ensure optimal performance in the operational conditions. For
the control pulses used for storage the etalon transmissions are about 75% and the
first fiber coupling efficiency peaks around 65%. To determine the Rabi frequency the
peak control power on the atoms needs to be determined. As a CW characterization
is not a reliable proxy for pulsed performance at low duty cycles, using it as a stand-
in for the peak pulse power as in section 3.3.2 would be subject to a significant
systematic error. Therefore I generate a pair of control pulses, as in a read-in/read-out
attempt, deterministically at frep = 200 kHz (comparable to a heralding rate, save for
the periodicity) and measure the integrated power Pint with a thermal power sensor
(ThorLabs S401C). The idea is to find the pulse energy by Pint = 2Epulsefrep, and use
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Figure 5.7: Due to the finite extinction ratio of the EOM, the intensity in
the control mode is non-zero when the control pulses are “off”. To quantify this
amount of light the strongly attenuated output of the control fiber to the memory
is measured on a single-photon detector while the trigger logic of WCP storage for
160 ns at 200 kHz is applied. The suppression of spurious control light settles just
under −28 dB below peak at long time scales, but shows considerable dynamics
right after the control pulses are generated. The origin of these dynamics are
ringing in the EOM after the strong voltage pulse.

the measured temporal pulse shape shown on the right side of figure 5.6 to extrapolate
the peak power from the area. This measurement has some uncertainty associated with
it due to fluctuations. The ambient background can be subtracted, and variations can
be minimized by darkening the room. Nevertheless, the measured integrated control
power cannot be determined better than Pint = 720(40) µW due to random variations
over time. This is not necessarily a reflection of variations in the peak amplitude, as
there is also the background from the finite extinction ratio of the EOM to consider.

As the duty cycle is only about 0.45%6 the energy contribution of the background
would be roughly equal with a pulse suppression of −26 dB. Based on the EOM
specification the scale of the effect is large enough to warrant measurement. Further,
while operated in the linear regime, it must also be verified that the TA does not
significantly alter the extinction. Due to the need for simultaneous time resolution
and contrast ratio strong attenuation (about ND100) is placed after the spectral TA
filtration and the fiber is redirected to the single photon detectors. The result is shown
in figure 5.7. While the long term suppression of −28 dB would suggest only 110 µW of
power originates outside of the pulses, there are considerable dynamics near the control

6I’m estimating this figure here by treating 3 times the FWHM of the control pulse as the on time.
This time window contains > 99.9% of the pulse energy.
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pulses. Directly comparing the counts in two 3×FWHM wide regions around the pulse
peaks with the total counts reveals that only 42% of the total light actually lies in
the control pulses. The best available estimate for the pulse energy is thus 760(40) pJ.
The area of a Gaussian peak with amplitude Pmax is given by Epulse =

√
2πPmaxσ.

From the measured pulse shape we have σ = 1.60(4) ns yielding a peak power of
190(20)mW. Subject to realignment, the maximum possible peak control power on the
atoms, achieved when saturating the TA, is about 700mW. At a CW output around
2W, achieved with about 15mW of light incident on the EOM, the bias drift remains
relatively slow and the peak power on the atoms reaches around 450mW.

5.2.3 Switching of the Optical Pumping Mode

This section discusses the components of the box labeled pump in figure 5.4. For the
memory to be ready to store a photon upon the detection of an idler photon, it is
necessary to prepare the ground state between storage attempts. As I will show in
section 5.4, the state preparation is short lived. To reject as few herald triggers as
possible it is therefore desirable to switch off the state preparation in response to the
idler’s detection, rather than opening an acceptance window for heralds after a fixed
time of state preparation. To do this effectively, an optical switch satisfying the timing
requirements discussed in section 5.2.1 is needed. As mentioned therein, the AOM
previously used for this task cannot be transferred to this scheme due to intolerably
long insertion delay. An alternative is to pass CW laser light through a semiconductor
optical amplifier (SOA) and rapidly switch the current through its gain medium. At
1550 nm such devices are well known and already highly advanced in terms of extinction
ratios and gate integration [411]. The principle of operation of a SOA is as in a tapered
amplifier, but without the taper. Current is passed through a semiconductor chip with
a broad spectrum, whereupon a small amount of seeding laser light incident on the
chip triggers a chain of stimulated emission at its frequency. When no current is passed
through the chip, not only is there no gain, but the medium also absorbs seed light.
Without the charge carrier densities associated with tapering the gains and currents
are lower, and the complete device can be fit in small, fiber-pigtailed butterfly packages
without temperature control becoming a problem.

Fast switching of small currents is (allegedly) quite straight forward, and as SOAs
are threshold devices the demands on the extinction of the current are not extreme. A
device capable of switching up to 200mA in a few nanoseconds was kindly designed
and built for me by our in-house electronics lab (internally documented as SP 1047).
It is switched by follower TTL logic, provided directly by the delay generator, and the
on time is continuously variable up to CW operation with the voltage pulse duration.
It also integrates temperature stabilization for the SOA by attaching a TEC-controller
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Figure 5.8: left The suppression achieved by using a SOA as an optical switch on
experimentally relevant time scales. right Photograph of the SOA switch, mounted
on a base plate also holding the PCB driver and temperature controller.

(Meerstetter Engineering, TEC-1091). For consistent operation the SOA is held at
25 °C. I use this current source in combination with a fiber-integrated SOA capable
of outputting 20mW (Superlum SOA-332-DBUT-PM). This limit is imposed by the
damage threshold of the fiber connections. The optical seed to the amplifier can be
provided by a diode laser, so gain is not required to achieve full output, and the
parameter can be freely varied to optimize switching performance. A photograph of the
device is shown on the right hand side of figure 5.8. In the interim since these devices
were assembled as switches, some manufacturers have begun selling operationally
similar integrated devices as optical switches at Rb wavelengths. I currently have no
experience with such commercial devices, but the design has a long established history
in that role at telecom wavelengths. This could be a sign of the latest transferals of
commercial high speed means of optical control from their telecom origins into the
frequency range of alkalis, akin to what happened with waveguide EOMs.

On the left hand side of figure 5.8 I show a characterization measurement of the SOA
suppression as a function of the delay to the falling flank of the follower signal, while the
SOA is continuously seeded by 650 µW of light from an ECDL. The current is switched
between zero and 132mA at 1MHz with a 50% duty cycle. Hoping to maximize
absorption in the off-state, I operate the SOA with about 15 dB gain to produce 20mW

at the output. The output is sent to a single photon detector7 and attenuated until
the detection rate is similar to the repetition rate to exclude saturation or latching. In

7For this characterization I used a superconducting nanowire single photon detector (Single Quantum
EOS), acquired after the rest of this chapter’s data were collected. On our SPADs, the high extinction
was washed out by a long exponential tail I can only attribute to detector behavior for signals with
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comparative measurements I observe the switching behavior and achieved suppression
vary slightly with the set current if it is near the SOA threshold. The transmission
without current is no longer accurately measurable with a power meter, implying an
ultimate extinction of at least −75 dB. The rising flank of the light closely follows the
10 ns current rise time with minimal overshoot. The following on time is uneventful
and not shown. Upon switching, after a short insertion delay mostly due to coaxial
cable, the intensity falls rapidly, again closely following the 3 ns current fall time. The
final suppression shown in figure 5.8 is limited by dark counts. For an experiment
repeated at frep integrated for tint, with a bin width tbin and a detector dark count
rate fdc, the expected number of dark counts per bin is N = freptintfdctbin. Integrating
for 6min and using 48× 81 ps ≈ 4 ns bins so that none are empty, the detector dark
count specification of fdc < 10 s−1 yields an expected number of dark counts per
bin of N < 11.7. In the data shown in figure 5.8, the mean count number per bin
during the off time is only 8.3, leading to the preceding conclusion. This performance
was reproduced in all four of these devices we assembled, both at the Rb D1 and
D2 wavelengths, and I choose to show the data with the smallest dark count rate.
In some datasets, the resolved suppression seemed minimally worse, but a complete
lack of dynamics lets me believe that this is appropriately attributed to dark count
rates minimally exceeding the specification. Dark counts have many possible sources,
including black-body radiation and detector illumination itself [412], and their rates
can plausibly vary a little from day to day without obvious changes having occurred.
Remaining light coming out of the SOA during the off time consists of transmitted
seed light and is therefore spectrally pure. If even greater suppression proved necessary,
it could be achieved using a saturable absorber, like a hot vapor cell.

Optical pumping to the Zeeman state |F = 2,mF = 2〉 requires the light of two
frequencies: pumping depletes |F = 2,mF 6= 2〉 and repumping depletes |F = 1〉. While
there are a few options for the repumper, the pumping beam must be σ+ polarized
setting the polarization of the mode. As the σ+ transition |F = 2,mF = 2〉 → |F ′,m′

F 〉
is not dark on the Rb D2 line, we should stick to D1 for this laser. In principle, it
would now be possible to modulate an ω = ∆hf sideband onto a single pumping laser,
for instance with an electro-optic phase modulator, to address both ground states
simultaneously. In practice, if the modulation is phase coherent, it is likely that this
will produce undesirable dark-states via coherent-population trapping [194]. For this
reason, and for fully independent switching, the repumping is performed with a second
laser. For efficient combination and separation of spatial modes a laser on the Rb D2

line, addressing the transitions |F = 1,mF 〉 → |F ′ = 2,m′
F = mF + 1〉, is used. After

both lasers pass through SOAs to enable their switching, the beams are combined on a

such a high dynamic range. As it is not used elsewhere in this thesis I point the reader to [383] for
more information on the detection system in particular and to [412] for a general review of SNSPD.
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dichroic mirror (Semrock RazorEdge LPD02-785RU-25 with specified transmissions
TD1 = 97.4%, TD2 = 0.52%) and the combined mode is fiber coupled. The power
ratio of the pumping and repumping beams on the atoms is about 2 : 1, optimized on
memory noise performance, with a pumping power of about 18mW after the fiber.

5.2.4 Vapor Cell and Memory

The vapor cell at the heart of the Zeeman memory is a Precision Glassblowing made,
75mm long quartz cylinder with 19mm outer diameter and wedged windows. The
wedge of the windows is 2° and they are attached to the cell at 11°. It contains enriched
87Rb (< 1% 85Rb specified), 5Torr of N2 buffer gas, and paraffin anti-relaxation
coating on the walls. By equation 2.8, this nitrogen pressure extends the laser atom
interaction time by about a factor 4. The cell is housed in a heater enclosed by a
4-layer magnetic shield (Twinleaf MS-1L, specified shielding factor 106). The heater
(Sacher Lasertechnik) can maintain atomic temperatures up to about 70 °C. For the
experiments in section 5.3 the atomic temperature is 50(1) °C and the optical depth on
the resonance of the signal transition is about 25. The determination of the temperature
via spectroscopy is described in section 5.4. The signal and control modes, exiting
their respective fibers in orthogonal linear polarizations, are combined on a polarizing
calcite prism. To guarantee no reduction in the polarization extinction ratio due to
strain-induced birefringence, this is not a glued prism pair as is commonly used to
compensate achromaticity. Instead it is a single, right-triangular prism. This prism
was sold to me by the optical workshop Bernhard Halle upon request. It is one half of
what they usually sell as a glued Wollaston polarizer.

This is a somewhat unusual shape for an optic used in transmission, and as single-
photon signals are at hand it is worth briefly checking what the Fresnel equations have
to say about how much light is lost to reflection in the absence of an anti-reflection
coating. The Fresnel coefficients of reflection for s and p polarizations and generic
incidence and refraction angles θi and θr respectively are,

rs(θi, θr) = −sin (θi − θr)

sin (θi + θr)
, (5.4)

rp(θi, θr) =
tan (θi − θr)

tan (θi + θr)
. (5.5)

Transmission through the prism is subject to two interfaces. For the air-calcite interface
let α be the angle of incidence and β be the angle of refraction, related by Snell’s
law as n1 sinα = n2 sinβ. Here n1 ≈ 1 is the refractive index of air and n2 is the
refractive index of calcite. As calcite is birefringent, it has a different refractive index
for ordinary (s-polarized) and extraordinary (p-polarized) rays. They are no ≈ 1.65
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Figure 5.9: left Visual aid to analyzing the transmission P2/P1 through a
right-triangular prism with the Fresnel equations. right The expected maximum
transmission of each light polarization as a function of the angle of incidence on
the prism.

and ne ≈ 1.48 for light at 795 nm [413]. Then, for the calcite-air interface, the incident
angle is fixed at γ = π

4 − β by the prism geometry, and the angle of refraction δ relates
by n2 sin γ = n1 sin δ. See the left side of figure 5.9 for a visualization. The maximal
(intensity) transmissions through the entire prism for s and p polarizations are then
Ts,p := P2/P1 = (1− |rs,p(α, β)|2)× (1− |rs,p(γ, δ)|2). These values are plotted on the
right side of figure 5.9. The maximal transmission for s-polarization (vertical in the
laboratory frame) is just under 80% for an angle of incidence α ≈ π

 rad. For a weak
signal that is a lot of loss. For a strong control it is a potentially hazardous amount
of stray reflection. Either way, this is an optical element that should definitely be
anti-reflection coated. As the goal is to combine the signal and control modes it is not
appropriate to attempt optimizing the incident angles separately. Instead, for initial
alignment at least, a diagonally polarized beam should be sent through the prism
in reverse, whereupon the incidence angle can be optimized for the more sensitive
polarization by rotating the prism.

Upon combination of the modes on the polarizer, a quarter-wave plate turns the
orthogonal linear polarizations into orthogonal circular polarizations. After the memory
a further quarter-wave plate reverses this process and a half-wave plate is used to
compensate for any constant rotations. Then a second calcite prism is used to separate
the control from the signal and each mode is coupled into a fiber. The control mode is
monitored with a fiber-coupled photo diode (ThorLabs DET025AFC), while the signal
mode is sent to the spectral filtration stage. The combining prism induces a small
amount of astigmatism, but correct orientation of the splitting prism after the cell
compensates this effect quite well. The lens coupling the signal is carefully chosen and
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aligned to mode-match the diverging beam to yield around 83% transmission through
the fiber.

Due to the large vapor cell size, and the magnetic shield limiting optical access
to it, optical pumping must be implemented on-axis. The polarization requirements
therefore mean pumping ideally shares a spatial mode with the control laser. To
avoid the losses associated with combining the beams, the atoms are pumped under
a small angle. Further, as in the past experiment, the signal and control modes are
focused into the vapor cell directly by the lenses in their fiber outcouplers. To see
what is going on at the position of the vapor cell, I set up a beam profiler (DataRay,
WinCamD-UCD12, 4.65µm pixels) accessible via flip mirror in an equivalent distance
and on a rail to cover the length of the cell. This way the signal (control) is focused
to a e−2 diameter of 480(6)µm (520(6) µm) in the center of the vapor cell. These
waists are sufficiently large that the size of the beams varies by only a few percent over
the length of the cell. The peak resonant Rabi frequency of the control can now also
be calculated with equation 2.4, where the dipole moment of the control transition
(|F = 1,mF = 0〉 → |F ′ = 1,m′

F = 1〉) is µs,e = 1√
12

× 2.54× 10−29Cm [115]. This
yields Ω = 2π × 400(30)MHz. The pumping mode is collimated, with a e−2 diameter
of 1mm. A D-shaped mirror is used to overlap it with the control under an angle of
2.95(15)mrad (extrapolated geometrically). As the chromatic dispersion of the calcite
prism is not compensated, the spatial mode of the repumping beam is horizontally
displaced by about 40µm with respect to that of the pumping beam in the center of
the vapor cell. While noticeable at the scale of the 15 nm difference in wavelength of
the D lines, this chromatic displacement is negligible for frequency differences on the
order of ∆hf, and thus does not impact the alignment of the signal and control modes.

5.2.5 Filtration

In chapter 3 we saw the detrimental effect of spatial filtration on memory lifetime in hot
atoms. Now, it is not the ambition of this experiment to produce a particularly long
lived memory. I presented other authors’ methods that have proven to be successful at
extending the memory lifetime in EIT memories to millisecond and even second scales
at the end of section 2.1.4, and would argue that with sufficient technical effort they
are transferable to this memory as well. However, if the memory performance relies on
spatial filtering, and the memory lifetime is thus limited by rapid spin wave dephasing,
then this argument is clearly wrong. This situation motivates implementing noise
filtration that relies only on polarization and spectral filtration, without intentionally
inducing any misalignment between the signal and the control. By E = hν, the
extrapolated control pulse energy of 760(40) pJ implies that an average control pulse
contains about 3× 109 photons. This appears to be a manageable amount, but there
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are some caveats. Firstly, even in CW, measuring how well light is extinguished at the
involved scales is difficult. No single detector provides the dynamic range that would be
required for a direct measurement, least of all with a linear response. Precision would
therefore require the careful calibration of a multitude of detectors and attenuators
to cover the range from powers around 1W, all the way to single photons. A much
simpler route which I follow in this section is to characterize the suppression of the
control polarization, or frequency respectively, in CW and element by element. This
approach is flawed. The CW suppression of the control frequency does not necessarily
capture the performance for a broadband pulse, and the measured CW suppressions of
individual elements do not generally add up neatly to yield the total suppression of a
filtering system.

Nevertheless, the actual goal of a filtration system is to remove a lot of noise with as
few elements as is possible to keep signal transmission high. Ideally it leaves only noise
behind that cannot be filtered as it shares both the polarization and the frequency of
the signal. Whether this is accomplished is a question with a binary answer, and does
not rely on measuring the exact suppression directly. There is also the question of what
exactly remaining noise consists of, as filtration may also help with excess photons
produced by an atomic response. The matter of optimizing and quantifying filtration
is therefore more complicated fundamentally than just determining the suppression of
the control laser. These measurements benefit from the context of a concrete storage
experiment. I therefore defer a more informative spectral analysis of the noise to
section 5.4, and just cover the case of CW control suppression here.

The intrinsic polarization extinction ratio of the calcite prisms used for combining
and separating the bulk of the control and signal is expected to be incredibly high and
fully symmetric. As they consist solely of single pieces of calcite, the fundamental limit
lies in the material purity itself. Beyond the concerns of a detector’s dynamic range,
the leaked power must be measured in a sufficient distance to ensure the measurement
is not limited by randomly scattered light. To ensure that I capture their performance
as it is in experimental conditions, I measure the control power after the fiber bringing
the signal to the spectral filters. Rotating a half-wave plate between the prisms I can
modulate the CW control power measured with a photo diode power sensor (ThorLabs
S130C) after the fiber between about 80mW and < 500 pW, limited by the detector
range, yielding an extinction ratio better than 108 : 1. This measurement also includes
the two quarter-wave plates but leaves the atoms cold. As mentioned previously, I
spent some time comparing ways to mount polarizing prisms for optimal performance.
I tested small amounts of epoxy, soft adhesive from a glue stick, and nail polish, as well
as clamping and taping. The winning method is using a tiny piece of double sided tape,
ideally small enough to raise serious concerns about whether the prism is attached to
the mount at all. To notice the difference, the prism’s intrinsic polarization extinction
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ratio must be very high, but this is the only method8 by which I have ever observed
extinction ratios better than about 106.5 : 1.

The spectral filtration stage consists of three 4mm etalons in series. What I have
said about etalons in section 3.3.4, as well as table 3.1 summarizing their individual
performances, applies here as well. The combined FWHM bandwidth of all 3 etalons
measures around 300(10)MHz and the transmitted spectrum is well modeled by the
cube of the spectrum of a single etalon. On their alignment, it is common practice
to align cavities of all kinds by scanning a laser over them. When used in series,
as these filtering etalons are, this is not feasible for the etalons after the first one.
It is important to begin the alignment of the now constant frequency laser to the
subsequent etalon by centering its spatial mode on the etalon and overlapping the
back-reflection. Iterating this procedure over a sufficient distance eliminates alignment
errors save for those between the surfaces of the etalon itself. The etalon temperature
and transmission are not reliable measures until the fundamental mode is addressed in
this manner, as it is very easy to “get trapped” in the local transmission maximum of
a higher-order mode when relying on it to guide the alignment. Once this process is
complete the etalon temperature can be scanned and set to maximally transmit the
target frequency. Only then should the transmission be optimized on directly to find
the best external alignment compromise given the inherent tilt. After completing this
process for every etalon in series, scanning a laser passing through all of them reveals
the combined bandwidth and spectral shape. It is possible that some external cavities,
i.e. free-space cavities between the etalons, have become sufficiently well aligned to
impart a modulation to the spectrum transmitted through the filters. In this case I
have found that small tweaks to the alignments can remove the modulation without
significantly altering the total transmission. In this way I obtained peak transmissions
of 90% through 2 of the three etalons and 80% through the third. After the third
etalon another fiber coupling brings the signal to the detectors. The transmission of
a few milliwatt CW signal from before the fiber leading to the etalons to after the
fiber leading to the detectors reaches about 48%. The maximum total transmission of
such a signal through the entire setup that I have measured is 36%, although 30% is a
more typical and stable value. As before this serves as a lower bound on the losses
single photons are subject to.

8The only method in which I was the one mounting the optic, that is. I have also used ready-mounted
Glan-Thompson polarizers from Bernard Halle selected for high extinction ratios which have performed
to their 108 : 1 specifications. Unfortunately, these are effectively linear polarizers with no way of
combining two orthogonal polarizations. It is not possible to improve polarization filtration using such
devices if the initial combination/separation of signal and control is performed on a worse polarizing
beam splitter. On the polarization error scale at hand, these effectively act as depolarizing beam
splitters!
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5.3 Single Photon Storage

In this section I will present the results obtained and figures of merit determined by
interfacing the Zeeman memory and the SPDC pair source. I will begin by condensing
the previous section into the experimental sequence. The time between the detection
of an idler photon and the arrival of the signal photon in the vapor cell is about 270 ns,
as it takes about 15 ns for the idler to be detected after the signal enters its delay line.
In a storage and retrieval experiment the memory is first initialized by the pumping
and repumping lasers, setting the minimum experiment time of 2 µs during which the
detection of idler photons is rejected on a hardware level. This means the ground
state gets prepared for at least 1.5 µs between storage attempts. The value chosen
here is determined by comparing the results obtained in a separate data set without
hardware rejection beyond the 500 ns storage sequence, i.e. no enforced pumping time
at all, wherein the effect of longer or shorter minimum pumping times are compared
by post-selecting. A significant detriment in the evaluated figures of merit is only
observed when reducing the rejection time to < 1 µs, but 2 µs is chosen to ensure similar
conditions for all experiments. Further, this time remains short enough to have only
minimal impact on the heralding rate.

After this minimum duty cycle of the state preparation, the detection of an idler
photon triggers a DDG (Highland Technology T564) to switch off both the atomic
pumping and repumping beams as well as the pumping of the source as detailed
in section 4.5 until after the photon is retrieved. The repumping beam is left on
50 ns longer to minimize the occupation of F = 1. Optical switching is prioritized to
minimize noise, as it takes some time for the excited state to relax, and the cables are
kept as short as possible. This reactive configuration can be cast as a memory with
some dead-time after readout, which in return remains ready to accept a photon any
time afterwards. The trigger is also relayed to a second DDG for less delay critical
tasks, including triggering the generation of control pulses and time stamping the idler
photon detection with a time-to-digital converter (qutools quTAU). The typical rate
of accepted heralds in these experiments is 1.5× 105 s−1, which is almost identical to
the rate of generated heralds. The heralding efficiency after the 60m fiber delay line is
ηh = 40(4)%, and the conditional second-order autocorrelation of the signal photons
at this rate is measured to be g(2)c = 4.21(2)× 10−2.

The memory is operated at a detuning from F ′ = 1 of ∆ = −2π × 700MHz. An
arrival-time histogram for repeated attempts of storing a heralded photon for 160 ns is
shown in figure 5.10. The detection is preformed with two SPADs (Excelitas, SPCM-
AQRH-16) in HBT configuration. Data are collected for 20min of integration time.
The other two curves represent different estimates of the noise performance. The
source blocked scenario represents the typical noise estimation performed for memories,
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Figure 5.10: Arrival-time histograms for storage experiments and noise char-
acterizations showing the regions of initial photon leakage through the memory
and the retrieval after 160 ns. The data are histogrammed in 162 ps bins. As no
intermediate features are visible on a linear scale the time-axis is broken to show
only these peaks. The shaded area marks the 6.48 ns (80× 81 ps) wide region of
interest for the retrieval for which all figures of merit in the text are specified.
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Figure 5.11: Arrival-time histograms for storage experiments and noise charac-
terizations on a logarithmic scale. The data are histogrammed in 1 ns (12× 81 ps)
bins. The y-axis is in counts and somewhat arbitrarily normalized to the peak of
the no read-in curve in the retrieval window (8327 counts). Several features too
small to see on a linear scale, labeled A–F, can be identified and are discussed in
the main text.
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including what I showed in chapter 3. It is the amount of noise produced when the
input is physically blocked. This serves as a comparative measure to other memories
as it characterizes the memory in isolation, but it does not capture the total amount
of noise in the interfaced system accurately due to noise originating from the source
– see also section 4.5. An alternative measure is shown in the no-read curve. Here
the setup is left just like it is in the storage trails, but the first control pulse writing
the photon into the atoms is omitted. The same data are plotted logarithmically to
reveal the features in the comparatively small noise in figure 5.11. In the negative delay
region the idler photon has already triggered the electronics, and we see exponentially
decaying fluorescence from the atoms after the pumping beams are switched off. Here
A marks where the pumper switches and B marks where the repumper switches. In
the region around C, after the photon is stored, the discrepancy between the storage
and no-read curves corresponds to unintentional read-out of the stored photon. It is
caused by ringing in the EOM switching the control and its limited extinction ratio.
The feature present in both curves right beneath the label at around 30 ns is due
to afterpulsing of the SPAD. This is a kind of false detection event distinct from a
dark count in that it occurs systematically in SPADs one detector dead time after
the detection of a photon, with just under 1% probability in our detectors. A similar
feature can be seen in the storage curve after the read out peak. Potential causes of
afterpulsing are diverse and the effect is difficult to model generally [414]. The steep
feature labeled D corresponds to the Pockels cell switching off the photon source. As
this is done as quickly as possible this motivates the choice of a 160 ns storage time.
At earlier times an additional background of uncorrelated photons from the source is
present. The remaining discrepancy between the no-read and source blocked curves
estimates the secondary effect of the first control pulse on the atoms. The rising feature
labeled E corresponds to the pumping lasers being switched back on after the retrieval
is complete. The source switching back on is labeled F.

When the memory is run, in a read-out window of 6.48 ns (shaded region), and
for a total of Nherald = 1.60× 108 storage attempts, Nret = 4.54× 105 photons are
retrieved. When the source is blocked the number of memory induced noise counts
for the same number of experiments is Nnoise, mem = 2.91× 104. This noise is induced
by the control and is quite well fit by an exponential as in figure 5.6, however as
its peak rate has been reduced to < 1 s−1 (in 162 ps bins) by state preparation the
measured decay time is even shorter. This yields the signal-to-noise ratio of the memory
in isolation as SNRmem = 14.6(20). To capture the total noise including the source
I perform a measurement omitting the read-in control pulse. This induces a small
systematic error as the atomic response to the read-out pulse is also influenced by the
read-in pulse – note the slight difference between the first and second control pulse
induced peaks of the source-blocked curve. Alternatively, it is possible to apply both
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Figure 5.12: Memory efficiency evaluated as above for various storage times to
measure the lifetime. These measurements stem from the day after I collected data
suitable for statistical evaluation, and were all obtained in one day to minimize
random variations. The integration time for each measurement is 5min. The
efficiency was not optimized as thoroughly here and turned out to be about 15%
lower at 160 ns storage time. I have scaled the data by this factor for an accurate
internal efficiency calculation of the main data. The exponential fit yields a 1/e
lifetime of 680(50) ns and an initial efficiency of 1.40(8)%. The Gaussian fits
considerably worse. It estimates the lifetime at 860(80) ns and the initial efficiency
at 1.0(1)%. The shaded regions represent the 95% confidence intervals of the fits.

read-in and read-out pulses, but to misalign the read-in from the signal in time. This
then necessarily measures the total noise at a slightly different (hypothetical) storage
time. Comparative measurements reveal only small differences in the results of these
approaches within the read-out window. The noise counts measured in this “no read-in”
curve’s region of interest are Nnoise, tot = 3.86× 104 yielding a total signal-to-noise ratio
of SNRtot = 10.8(15). With these noise counts I determine the end-to-end efficiency to
be ηe2e = 1.1(2)%, dividing out ηdet = 60(6)% and ηh = 40(4)%. As previously the
quantum efficiency of the single photon detectors, specified as 60(6)%, is the dominant
source of uncertainty. The end-to-end (internal) efficiency of the unintentional read-out
from leaking control light during the storage time is 0.38(5)% (1.26(17)%). The
signal-to-noise ratio bodes well for the quality of the retrieved photons. Indeed, the
conditioned autocorrelation of the retrieved photons is g(2)c, ret = 0.177(23), confirming
that the memory emission is dominated by single photons. The statistical error is given
as 1/

√
N , where N = 57 is the number of triple coincidences in the region of interest.

This number is too small to subdivide the region of interest into smaller bins and give
a more time resolved characterization of the g(2) with reasonable uncertainties.

147



5.3. Single Photon Storage

A measurement of the memory lifetime is shown in figure 5.12. The exponential 1/e
lifetime of the memory as measured by the drop in its efficiency is 680(50) ns. This is
shorter than the atom-laser interaction time τ ≈ 6.4µs equation 2.8 predicts due to the
use of a buffer gas. It is better, but not well, predicted by the ballistic estimate of the
transit time τ ≈ 1.5 µs. The 5Torr N2 we use is quite low compared to examples in [166]
explicating the time scales of different motional regimes, however the expected Rb-N2

mean free path of 13 µm is considerably smaller than the beam waists, leaving little
justification for treating the atomic motion as ballistic. In contrast to the hyperfine
memory, the lifetime data are fit considerably better by an exponential decay than by
a Gaussian flank. This is compatible with processes causing a loss of atoms limiting
the lifetime, i.e. the atoms move out of the spatial mode of the control before read-out,
get their spin scrambled by a collision, or are prematurely read-out by a scattered
photon, rather than angle-induced dephasing of the spin wave. With a higher precision
measurement, a delineation between these loss processes through a fit with multiple
time constants may be possible, but this approach is not particularly convincing with
the data at hand. Accounting for the technical losses in the setup by dividing out
the transmission of a strong CW laser, which I take to be 30%, and extrapolating to
zero storage time yields a total internal efficiency of ηint = 4.6(9)%. A measurement
integrated for 20min at 700 ns storage time yields a conditioned autocorrelation of the
retrieved photons of g(2)c, ret = 0.503(93). The lifetime as measured by the decrease in
efficiency thus approximately corresponds to the crossing of g(2)c, ret > 0.5 as well.

The photon statistics of the noise, g(2)c, noise, are not measured directly, as insufficient
noise counts accumulate within a reasonable time to evaluate them meaningfully. As
the control and pump lasers are not locked, an integration over night will not yield an
accurate proxy for the experimental situation. Moreover, for all the reasons described
in section 4.3, gaining any insights from measurements would have to involve modeling
of the detector time response and temporal shape of the noise output. This seems
somewhat excessive considering our additional knowledge about the nature of the
noise. Sources of coherent noise for which we would have g(2)c,noise = 1 are limited to
leaked control laser light. Known possible thermal noise sources include uncorrelated
SPDC photons from the source, which we have diligently eliminated by switching it
off in time for the read out, as well as collisional fluorescence and four-wave mixing
induced by the control. These latter scenarios can be distinguished by scanning the
final filter etalon with the SPDC source blocked. I will show such measurements in
the next section. They will reveal collisional fluorescence peaks on resonance with the
natural oscillators F ′ → F = 2, which easily dominate the noise at the signal frequency.
No four-wave mixing peaks or control frequency contributions are visible after the
filters. The expected value of g(2)c,noise is therefore 2 as non-thermal noise sources are well
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Chapter 5. Zeeman Memory

excluded, so let us see whether this is compatible with the measured autocorrelation
of the retrieved light. Using equation 2.7 to model an incoherent mixture of noise
and signal, and setting g(2)c, noise = 2, yields an expected value of g(2)c, ret, theo = 0.205(29).
This agrees very well with the observed statistics, which is convincing evidence that
this memory scheme eliminates the most problematic noise processes of the hyperfine
scheme. Note, however, that this agreement is agnostic towards the noise statistics as
setting g(2)c,noise = 1 in equation 2.7 yields a result with well overlapped uncertainties. In
other words, for incoherent admixtures of relatively small amounts of noise, its nature
has little impact on the photon number statistics of the output.

To obtain these results an empirical optimization of parameters like control pulse
power, width, and delay was performed as previously detailed. As the main results
documenting the memory functionality are far less ambiguous here than they were in
chapter 3, I will not spend a lot of space on this. Some characterizations, like the very
broad scan of the detuning performed for the hyperfine memory (figure 3.12), could
have been interesting but are not feasibly performed in a controlled manner i.e. all
in one day. Frequency changes, in particular, are not implemented that rapidly on
the side of the source, and also require retuning 5 etalons on the side of the memory.
The time involved then demands a conscientious verification that other conditions
remain comparable – adjustments beget adjustments. Moreover, the insights obtainable
from the scan of a single parameter are few – there are too many interdependencies,
i.e. in general only a local maximum in the parameter space is revealed. Practically,
optimization across parameters therefore generally consists of a coarse scan to find the
right range, followed by a finer scan to find the best performance, followed by weeks
of minor adjustments and attempts to implement improvements before the suitability
of the operation range is rechecked. The process is somewhat organic, and knowing
the right time to attempt reoptimizing a setting calibrated in the past is a matter of
experience. I thus make no claim to have found the perfect operational conditions,
and refrain from showing misleading evidence to the contrary as that would only
detract from the results. This does mean that the next steps with regards to parameter
optimization will have to rely on guidance from a trustworthy simulation, which has
since been implemented. We report on first insights gained from modeling in [382], and
a more complete overview of our numerical approach is given in [383].

5.4 Further Characterization

In this section I have collected the most interesting “auxiliary” measurements char-
acterizing the memory, beyond the storage experiments themselves. I will first detail
how the atomic temperature is determined by spectroscopy, aided by ElecSus software
from the Durham Quantum Light and Matter research section [415, 416]. I will then
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Figure 5.13: left (center) 〈right〉 Spectra of the experiment vapor cell for
thermistor measured heater temperatures of 63 °C (72 °C) 〈87 °C〉 and fits produced
by ElecSus using the known cell parameters leaving only the temperature free.
The resulting atomic temperatures are 52 °C (58.5 °C) 〈69.5 °C〉. The measured
transmissions are normalized to a value far detuned from any atomic lines and
corrected for power variation over the course of the laser scan to yield the Stokes
parameter S0.

quantify the quality of the state preparation at high atomic temperatures, checking
how well the ground state is initialized and determining its lifetime. Finally I will show
spectra of the noise before and after the spectral filters.

5.4.1 Determining the Atomic Temperature

Temperature measurements using thermistors integrated in vapor cell heaters are not
necessarily good proxies of the atomic temperature within the cell. As a gas will
condense at the coldest point of a container, the atomic temperature is a function of
the minimum vapor pressure anywhere in the vapor cell – usually in the cell stem. A
thermistor measurement preformed there would reflect the atomic temperature more
accurately, however the best estimates are obtained through spectroscopy. Determining
the atomic temperature to high accuracy this way is simplified by the excellent modeling
and fitting implemented in ElecSus. To do so a weak probe laser is frequency scanned
over the atomic lines of the test cell. This laser is simultaneously referenced with
a Doppler-free spectroscopy to calibrate its absolute frequency, and with a power
measurement to compensate for variation over the scanning region. Lee Weller describes
the best practices in preparing spectral data for accurate modeling in his thesis [417],
and I follow the advice given therein. The absolute frequency calibration by Doppler-free
spectroscopy is included in the appendix 7.3.

Spectra obtained by scanning a weak probe with I ≈ Isat/150 over the vapor cell
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used in the Zeeman memory experiment for different settings of the cell heater are
shown in figure 5.13. The known vapor cell parameters entering into these fits are a
cell length of 75mm as well as the frequency shift ∆νs = −37MHz and broadening
δνb = 82MHz induced by 5Torr of nitrogen buffer gas. The 85Rb content of the cell
is only specified as < 1%. Adjusting this value manually to reproduce the measured
dip in the middle of each spectrum yields a best estimate of 0.8%, which I then use
consistently. A similar measurement performed with the vapor cell from the hyperfine
memory at the same heater temperature (75 °C) used for the storage experiments in
chapter 3 produces an atomic temperature of 63(1) °C. The statistical accuracy of
ElecSus fitting is reported as 0.1 °C in [415], but naturally depends on the quality of
the data provided. I hesitate to claim that I have achieved this level of shot-to-shot
reproducibility, in particular as the normalization and correction for power variation
during the scan does not always produce perfect results – see the upper middle and right
flank of the central plot in figure 5.13 for an illustration of the kinds of discrepancies
this causes. The uncertainty of 1 °C I give for the atomic temperatures in storage
experiments is also intended to capture long term variations in what is produced by
identical heater settings, as I do not remeasure the atomic temperature every day.
Further note that it takes at least 12 h for the cell to be properly thermalized after a
significant change in heater settings.

5.4.2 State Preparation

In dense atomic ensembles it is not self-evident that optical pumping effectively prepares
the desired atomic state. The effect to blame for this is radiation trapping [418]. If
the photon spontaneously emitted by an excited atom through radiative decay is
sufficiently likely to be reabsorbed by another atom before it leaves the ensemble,
then this “trapped” light produces a resonant background that competes with the
pumping and degrades the achievable atomic polarization [194]. A well chosen buffer
gas can extend the range of densities that can still be pumped by providing the excited
state non-radiative decay pathways. This is called quenching. Molecular nitrogen,
for instance, can relax excited Rb through collisions that transfer the energy to its
vibrational states [419]. An empirical model for optical pumping in Rb vapor cells
with < 50Torr buffer gas is described in [177]. A comparative analysis of obtainable
polarizations in Cs with and without quenching in the context of memory experiments
has also been published [377].

The Rb densities at which [177] cease being able to produce atomic polarizations
near 100% with a little bit of nitrogen buffer gas are around n > 3× 1012 cm−3.
Fortunately this is about an order of magnitude higher than the densities I have been
using. Here the long vapor cell is helpful as the axial optical depth is already quite
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high for the density at Tat = 50 °C, which is just barely over n = 1× 1011 cm−3.9
Nevertheless it is better to be sure, and effective state preparation not literally being
impossible does not quite imply that it is also achieved. To characterize the polarization
of an atomic ensemble over time a pump-probe experiment with relaxation in the dark
can be preformed. The atoms are pumped for a while, then the pumping beams are
switched off. The transmission of a weak probe through the vapor cell is measured
as a function of the time after which the pumping ceases. Generally speaking, better
accuracy is obtained when the prepared state is dark for the probe – i.e. when higher
transmission corresponds to more atomic polarization. In the scenario of preparing the
state |F = 2,mF = 2〉 this would require probing the hyperfine state preparation and
the Zeeman state preparation separately, with probes of two frequencies. For this reason
I opted to eschew the conventional wisdom and chose to probe the atomic polarization
with σ− polarized light on |F = 2〉 → |F ′ = 1〉.10 This transition has the advantage
that absorption increases monotonically with the atomic polarization. Assuming
equal occupation without pumping, the expected increase in optical depth for perfect
hyperfine pumping to F = 2 is a factor 8/5. The additional increase for perfect Zeeman
state preparation can be calculated from the relative line strengths. The ratios of the
strengths of the allowed transitions |F = 2,mF = 2, 1, 0〉 → |F ′ = 1,m′

F = 1, 0,−1〉
are 6 : 3 : 1 [366]. This yields an additional factor 3 for perfect preparation of
|F = 2,mF = 2〉 over just |F = 2〉. The total ratio between the optical depths of the
fully polarized and unprepared case is therefore 4.8 : 1.

To check the extremes of the possible operating conditions of the memory I turn
the vapor cell heater all the way up reaching an atomic temperature of 70 °C. This
corresponds to a density of n ≈ 6× 1011 cm−3, so the atoms still are not quite in the
[177] danger zone. Moreover, to test the pumping in a situation mimicking a memory
experiment as closely as possible, I use a short pulse with a duration similar to that
of the photons as a weak probe. The peak power of the probe is about 100 nW. As
the optical depth is now very high, I also detune the probe from |F = 2〉 → |F ′ = 1〉
by ∆ = −2π × 1.1GHz. For a discussion on how the optical depths measured with
detuned probes relate to the resonant optical depth in hot vapors with a buffer gas
present see section 5.1.1. (The conversion is not relevant to calculating the ratio of
optical depths with and without pumping as the detuning is held constant, but matters
for determining the contribution to the absorption by the transition to the F ′ = 2

excited state.) The atoms are pumped under conditions similar to those during storage
experiments. The pumping power is about 18mW and the repumping power is about
10mW. An angle of 2.95(15)mrad is present between the spatial modes of pump and

9I calculate the density from the temperature via the liquid Rb vapor pressure as in [407].
10My thinking was that this would simplify the accounting. It is probably fair to say that I was

wrong.
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Figure 5.14: The increase in optical depth on the σ− transition |F = 2〉 →
|F ′ = 1〉 due to optical pumping to |F = 2,mF = 2〉. The minimum delay is 360 ns.
The dashed line represents the OD increasing by a factor 8/5 due to the hyperfine
state preparation, which works reliably and is independently measured to decay
with an exponential lifetime of 1.4(2)ms. Data in the range 3 µs–6 µs do not follow
the exponential decay due to a reproducible oscillation of unknown origin and
are excluded from the fit. The fit yields a lifetime of 2.4(3) µs, which practically
captures the speed of the decay reasonably well but not when it occurs, and an
initial increase in OD by a factor 5.5(3). Error bars on the data represent the
reproducibility of the data evaluation for reasonable variations of the pulse area
integration region. The shaded region represents the 95% confidence interval of
the fit.

probe. The pumping duty cycle is fixed at 80%. After pumping the probe transmitted
upon a variable delay is measured with a sensitive avalanche diode (MenloSystems
APD210) and the pulse area is compared to what passes through the atoms without
pumping. Figure 5.14 shows the relative optical depth as a function of the delay. While
there is some scatter in the data stemming from the division by small numbers, the
large discrepancy to the exponential fit in the range 3 µs–6 µs is not a sign of poor
data quality. Instead it is the result of a widely reproducible oscillation. On longer
time scales I find this oscillation has a period of about 20µs – the effect on short time
scales qualitatively looks like a misalignment of the first oscillatory maximum from
zero delay. So far I have not traced its origin, but have also observed it while the vapor
cell heater (which heats with a current) is turned off, and also when the pumping
beams are exactly on axis. Due to the large detuning, the off-resonant absorption by
|F = 2〉 → |F ′ = 2〉 needs to be accounted for when evaluating the initial increase in
OD as well. Unfortunately the scale of its contribution varies with the quality of the
Zeeman state preparation. If the quality is high its contribution to the optical depth
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is 10%. While its contribution increases with worse Zeeman state preparation, that
of |F = 2〉 → |F ′ = 1〉 decreases faster, so this would not be a viable explanation for
higher relative changes in the OD. Correcting, therefore, by this factor of 10% yields
an initial increase in relative OD by 5.0(3), compatible only with a very high degree of
atomic polarization.

The magnetic shield housing the vapor cell (Twinleaf MS-1L) has integrated coils
for producing magnetic fields and gradients. I spent a short amount of time seeing
whether I could influence the state preparation by applying fields. For “large” fields
(relative to the coil capabilities, actually only about 5 µT) applied along the optical axis
I measured ODpump/ODref > 3 quite consistently for delays up to 90µs. Unfortunately,
the initial value was not as good as without field, and considering that only very short
timescales are currently relevant to the memory purely due to atomic motion I decided
to defer further tests.

In the course of characterizing the state preparation for another, related experiment
in a different vapor cell Roberto Mottola and I considerably improved our approach. We
now feel confident in determining atomic polarizations with uncertainties around 0.5%,
and have achieved agreement to that degree in consistency-checking measurements
probing different ground states. He reports on these experiments in his thesis [383], and
with hindsight I would not have gone about the measurement as I have described above.
Implementing this method in this setup will enable both a more accurate determination
of the atomic polarization and a more thorough optimization of the state preparation
in future experiments, and will be a key tool towards extending its lifetime to enable
long storage times.

5.4.3 Noise Spectra

Spectral information about the noise, both directly after the memory and after the
spectral filters, can provide additional insights. The former reveals what physical
processes produce additional photons in the vapor cell. It is, for instance, possible to
distinguish collisional fluorescence from four-wave mixing even with a rather course
frequency resolution, as the former always occurs at the natural oscillator frequency
while peaks due to the later vary their frequency with ∆. Meanwhile, the latter delivers
reasonably quantitative evidence on whether sufficient spectral filtering is used, or
whether the noise performance can be improved with additional etalons. To obtain this
information I run memory experiments without input, then temperature scan an etalon
filtering the memory emissions before measuring them as in a memory experiment with
the single photon detectors. The triggering logic used can be sourced from the detection
of SPDC idler photons, but I have not observed any significant differences between
this and using deterministic triggers. The resonant frequencies of fused silica etalons
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Figure 5.15: left A spectrum of the noise attenuated but without spectral
filtration, operating the memory at ∆ = 2π × 1.7GHz or 900MHz to the blue of
F ′ = 2. The orange curve demonstrates the calibration of the frequency axis by a
second measurement including a small amount of light at the signal frequency. Its
contribution is labeled E . right A spectrum of the noise of the memory operating at
∆ = −2π× 600MHz, after filtration by two 4mm etalons statically set to transmit
the signal. A peak labeled Ω remains visible at the control frequency, but at the
signal frequency only noise originating from collisional fluorescence remains. As
this noise source is spectrally near the signal, occurring at the natural transition
frequency, filtration by further etalons is subject to rapidly diminishing returns.
The trade-off of slightly lower noise vs. reduced signal transmission and possibly
bandwidth restriction seems costly, although a direct test may be worthwhile.

vary by −2.391GHzK−1 at 795 nm, so it is important to scan sufficiently slowly. I use
scan speeds of 0.05K s−1, or −120MHz s−1 equivalently, in all measurements. A scan
should also be sufficiently broad, preferably covering multiple free spectral ranges so
that a central one can be selected for maximal scan linearity, and to calibrate the scale
of the frequency axis if necessary. Ramping over 30 °C and picking out the data from
the middle of the scan range I have generally been able to omit this step. In particular,
the data that follow are presented with the frequency axis scaled purely as is expected
from thermal expansion. There is some variation between etalons in how smoothly they
expand. If I were to speculate, I would blame this on random differences in material
stresses from their mounts. For thin etalons it suffices to center the interesting features
in the scan range. To have an absolute frequency reference I perform these scans twice,
adding a small amount of light at the signal frequency the second time round. For well
chosen intensities of this reference this produces two nearly identical spectra, but gives
one an unmistakable additional peak at a known absolute frequency. The response of
the etalons is smoother and the resulting spectra are cleaner when they are allowed to
expand rather than contract, so for optimal data quality I always ramp towards higher
temperatures.
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Spectra of the noise before and after filtration for 2 different scenarios are shown in
figure 5.15. A spectrum directly after the memory is shown on the left. For the purpose
of illustration I am showing one collected operating at about ∆ = 2π × 1.7GHz, or
900MHz to the blue of F ′ = 2. The atomic temperature here is Tat = 59(1) °C. The
light emitted by the memory is attenuated by neutral density filters before it is detected
to avoid saturation. In this plot I have also included the spectrum taken with a small
amount of light at the signal frequency for calibration to show what is going on. A
2mm etalon is scanned, yielding a minimum feature width of about 1.2GHz due to the
etalon bandwidth. There is some variation in how accurate the frequency axes turn out
in these measurements. For greater confidence in labeling the peaks it is often worth
checking directly whether the peaks move with the control frequency. The features at
the natural transitions frequencies are labeled CF1 and CF2 respectively, corresponding
to the ground state the relaxing atom ends up in. Their frequencies line up with
expectations nicely. The small feature I have labeled FWM falls shy of 2×∆hf, but as
its frequency follows the control frequency the identification does not seem too bold a
claim to make. The very steep feature whose full amplitude I have cut off is the result
of an EOM re-locking during the measurement, briefly transmitting a large amount
of control laser light. The final state of the unfiltered memory emissions under the
conditions of section 5.3 are likely considerably better, both due to a somewhat lower
temperature and later optimizations performed directly on the memory performance.

In the spectrum shown on the right hand side of figure 5.15, the memory emissions
are first filtered by two 4mm etalons whereupon the third and last 4mm etalon of
the memory filtering stage is scanned. The operation point is ∆ = −2π × 600MHz

and the atomic temperature is Tat = 52(1) °C. Thanks to some luck with the etalon’s
temperature scanning behavior the frequency axis matches expectations unusually
accurately. The dashed lines on the fluorescence peaks correspond to the transitions
|F ′ = 2〉 → |F = 2, 1〉. The etalon bandwidth of 550MHz would allow for the resolution
of a separate fluorescence peak from F ′ = 1, which is notably absent even when the
data are plotted logarithmically. This could be interpreted as the state preparation
inducing sufficient polarization in both ground states that the lasers’ ability to address
F ′ = 1 is suppressed even when they do find an atom able to scatter light. For further
comparison, a more detailed spectrum of the kind of additional structure visible in the
hyperfine memory scheme acquired by this method is shown in figure 7.4. Note that
the count rates measured here are not directly comparable to those measured in the
retrieval region during storage experiments as the data are not time gated. The correct
comparison would be an integrated rate. To isolate the spectrum of light produced
only during read out a similar but much more time consuming approach is required.
The absolute noise rates within the read out region are so low (about 20 s−1), that to
accumulate sufficient counts for a meaningful contrast a step-wise scan of the etalon
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and lengthy integration of the memory output at every etalon temperature would
be needed. Further, a hardware based gate, e.g. a fiber switch, should be used to
avoid storing and analyzing enormous amounts of worthless timestamp data outside of
the region of interest – consider the small duty cycle. Such a time resolved spectral
measurement would truly be the last word on memory noise.

In summary, these spectra add the final piece to the convergence of evidence
concerning the nature of noise present in the Zeeman memory. The complete absence
of features baring the characteristics of FWM provides sound reason to conclude that
noise is dominated by collisional fluorescence. The visibility of a spectral peak at the
control frequency after two etalons proves that our filtering is not excessive, while
evidence that it is sufficient is provided in section 5.2.2. To eliminate the remaining
noise two approaches are conceivable. Optimally, the quality and longevity of the
ground state preparation should be further improved. The best way to deal with noise
is always to avoid creating it, and atoms therein cannot be excited to fluoresce. Beyond
that, spectral filtration of collisional fluorescence is possible when ∆ is sufficiently large
to separate the signal from its broad lines at the natural transitions frequencies. As
the memory scheme itself limits how far from the lines the lambda system may be
detuned, let alone the technical difficulty of providing sufficient control intensity at
greater ∆, an attempt at this should only be made upon further improving the noise
measurements to allow for fast, time-gated spectral analysis. Systematic gains in this
regard are conceivable, but must be weighed carefully against efficiency trade-offs when
the goal is to further improve the state accuracy of retrieved photons.
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Chapter 6

Outlook

Science never sleeps, so I’m singing it a lullabye,
Of wolves in sheep’s clothing – devils in disguise,

And lab-coats draped over big black lies.

Martin Walkyier

In this thesis I have described multiple iterations of a hot vapor quantum memory
and a spontaneous parametric downconversion photon-pair source operating in a
technologically relevant bandwidth regime. My report culminates in their interfacing
and a successful demonstration of single photon storage. An obvious next step is one
further characterization, namely evaluating the fidelity of the interface with Hong-
Ou-Mandel interference. This is of course interesting in its own right, and could
simultaneously be considered a small scale implementation of a heralded photon source
synchronization. Interference could be measured between a stored photon and one
emitted by the source directly, or between subsequently stored photons. Beyond the
interferometer, this also requires a small revision of the electronics to enable triggered
storing and retrieving. This change should be trivial as timing demands are not affected
– all that is required is a flip-flop.

Simulation guided optimization of the operating regime may then proceed to yield
better functionality, or unambiguously identify remaining limitations. A conclusion
near at hand and already confirmed by our model taking into account the transverse
mode profiles of the signal and control is that greater homogeneity of the control Rabi
frequency would significantly improve the efficiency. A control with a flat-top intensity
profile corresponding to the ideal Rabi frequency may be a little utopian considering
the required Ω, but a Gaussian control mode with a waist just twice as large as the
signal’s would already yield considerable gains. The intensity requirements of this
approach do not scale as poorly as might be expected, as the required peak Rabi
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frequency to optimize storage decreases with greater spatial homogeneity. For more
information on these models refer to [382] and [383].

Further investigation into improving the state preparation using magnetic fields
could also be fruitful, as such methods have yielded very long state lifetimes elsewhere
[197]. Longer lived state preparation could obviate or at least reduce the need for
pumping between storage attempts, allowing the memory to operate at higher rates
theoretically – when not limited by source rates. With the maximum currently available
control power, a control mode with a 1mm diameter could still achieve the same Ω

used to obtain the results of chapter 5. Admittedly, operating the control generation
under the conditions producing peak power currently induces undesirable side-effects,
particularly worse EOM performance and correspondingly more noise. Alternative
means of generating the control pulses, taking inspiration from our SOA switches and
pulsing the current to a TA seeded in CW, have shown a great deal of initial promise
and will soon be tested in the context of memory experiments. Optimal control in a
mode of this size puts the memory well within range of vapor cell fabrication techniques
matching the cell size to the control [369, 420]. Many orders of magnitude in lifetime
could thus be gained relatively simply by eliminating motional loss, assuming the cell
walls could be coated against spin destroying collisions. Finally, with recently obtained
superconducting nanowire single photon detectors, the interface will experience a jitter
reduction that may improve the figures of merit slightly. These detectors will also allow
for more precise specification of the figures of merit, as they have smaller uncertainties
on their detection efficiencies.

Storing and retrieving single photons in our interfaced system was a difficult problem.
Nevertheless, it is only the beginning of interesting experiments that are opened up
by this platform. These include a plethora of elementary demonstrations of protocols
described in section 2.3, but also further interfacing experiments with other systems.
Based on the experiments of chapter 5, the expected signal to noise ratio interfacing
the Zeeman memory with a source of Rb wavelength single photons with efficiency
η, and no added noise, is η × SNRmem

ηh
= η × 37(6). This indicates that the memory

would be compatible with single photons extracted from GaAs/AlGaAs quantum dots –
approximately at the level that the hyperfine memory was compatible with laser pulses
– for extraction efficiencies of only 10%, which is still in the range of what is possible
with comparatively simple methods like a solid immersion lens [421]. Such quantum
dot single-photon sources are investigated by our collaborators in the laboratories of
Richard Warburton [269, 270, 280]. Moreover, the parallel development in our lab of a
memory implementing a lambda scheme isolated by applying a high magnetic field is
almost complete. An interface of these systems could also be envisioned, implementing
a kind of memory bus. In the longer term, an iteration of the combination of a single
photon source and quantum memory operating at high rates and bandwidth, in a simple
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experimental setup as demonstrated here, could form the basis for QIP applications.
As further commented upon at the end of section 2.3.4, the synchronization of photons
and gates in local networks is a particularly suited task for fast and high bandwidth
memories.
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Chapter 7

Appendices

So here’s some more words
And non sequiturs

Because blah blah blah blah
Is all that you heard

Al Jourgensen

7.1 Full Level Diagram for Hyperfine Memory

This level diagram provides the full context for the prospect of photon storage in
a hot vapor memory scheme based on degenerate hyperfine levels, as discussed in
chapter 3. The important consideration in regard to the principle viability is that
for states linked by lambda systems the net result will be interference, for which an
optimal detuning may be found and which may be compensated for with greater optical
depth. The problematic state for storage, marked with the dotted line in figure 7.1, is
|F ′ = 2,m′

F = 0〉 because it can absorb the signal interference free, lacking any control
coupling. This excludes a large region of possible detunings near the resonance of
this line from consideration due to the competing absorption process, in particular
its presence is modeled to reduce the memory efficiency by at least half in a fairly
symmetric region of about 1GHz around the line due to photon absorption without
storage under our experimental conditions. In the results described in section 3.4,
where |F ′ = 2,m′

F = 0〉 is a good 1.7GHz blue detuned from the memory working
point, its impact on the storage efficiency is on the order of 10%.
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7.1. Full Level Diagram for Hyperfine Memory

Figure 7.1: This is a complete level diagram of the transitions allowed to
orthogonal linear polarizations on the different hyperfine transitions of 87Rb D1.
The quantization axis is chosen such that the light incident on F = 2 → F ′ is
π-polarized, leaving the orthogonal linear polarization incident on F = 1 → F ′ in
the representation of the equal superposition σ+ + σ−. Tables of the transition
strengths and their signs can be found online [115].
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Figure 7.2: Measured detector response of two SPADs in HBT configuration as
used for roughly half of this thesis. As they are quite tight, the 95% confidence
intervals of the fits are directly used as the line thickness, down to a fixed minimum
width. The FWHM of the response is estimated at 1.09(5) ns by the sech fit and
at 1.21(5) ns by the Gaussian. The uncertainties include the fit confidence and one
30 ps bin width as an estimate of systematic error.

164



Chapter 7. Appendices

7.2 HBT Detection Jitter Measurement

The time resolution of the single photon detectors used in these experiments (Excelitas,
SPCM-AQRH-16) is only specified as δτ > 350 ps. Two detectors arranged in Hanbury
Brown and Twiss configuration are thus expected to achieve a minimum detection
jitter of

√
2δτ > 500 ps. As I discuss in section 5.2.1, it is ambiguous whether this

number is intended to refer to one standard deviation in the delay of the output voltage
pulse or the full width half maximum of the detector’s impulse response. This poses a
problem, as the models shown in figure 4.3 require accounting for the response function
of the HBT to accurately reproduce the data. Unfortunately, a specification stated
as an inequality, without data from which we could derive exactly what (if anything)
was measured by the manufacturer, is difficult to enter into a model. It was therefore
necessary to determine the detector jitter empirically. I know now that for the detectors
as they were coupled to gather the time-tagged data of chapter 3 and section 4.3 we
probably did not succeed in optimizing the detectors’ timing accuracy. For instance,
only one lens was used to focus the beam on both detectors.

To measure the instrument (or impulse) response function of an optical detector
a short optical pulse is required. Any pulse shape measured in time consists of a
convolution of the real signal and the detector response. If the signal is temporally
much shorter than the detector’s resolution, then it can be approximated as a delta-
distribution. As these are the identity element of convolution, the measured shape
is then equal to the detector response. To this end, my colleagues Alisa Javadi and
Natasha Tomm kindly let me use their picosecond laser (Coherent Mira 900) and fast
time tagger (Swabian Instruments). The result of sending 12 ps pulses from this laser
onto the HBT is shown in figure 7.2. The determined line shape directly enters the
models of figure 4.3. After a peak dominated by fast transients, the temporal response
of SPADs is exponential [422]. While the FWHM of the response depends only weakly
on what function is used to model it, a hyperbolic secant therefore does a better job of
capturing the tails than a Gaussian. After this measurement the HBT was realigned
with more degrees of freedom, and I expect the jitter since then to be near the minimum
achievable amount.

7.3 Absolute Frequency Calibration by Rb Spectroscopy

To calibrate the absolute frequency of a scanned laser without assuming the scan is
perfectly linear, all the transitions visible in a Doppler-free natural Rb spectroscopy
can be used. The transitions that are reliably sufficiently prominent to be identified in
the spectra I measure are listed in table 7.1, and the conversion of the scan-time axis
recorded by the oscilloscope into an absolute frequency axis is illustrated in figure 7.3.
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Transition ∆cl, 2π ×GHz

87Rb F = 2 → F ′ = 1 -3.016
87Rb F = 2 → F ′ = 2 -2.201
85Rb F = 3 → F ′ = 2 -1.498
85Rb F = 3 → F ′ crossover -1.317
85Rb F = 3 → F ′ = 3 -1.136
85Rb F = 2 → F ′ crossover 1.719
85Rb F = 2 → F ′ = 3 1.900
87Rb F = 1 → F ′ = 1 3.819
87Rb F = 1 → F ′ = 2 4.634

Table 7.1: Table of transition frequencies in a natural Rb reference spectroscopy
relative to the ElecSus definition of the Rb center line.
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Figure 7.3: The absolute frequency of a scanned laser is calibrated by referencing
a Doppler-free spectroscopy of natural rubidium. The y-axis of the spectrum is
the normalized and power-variation corrected transmission through the reference
cell. Nine transitions are identified and a (minimally) quadratic fit to their known
frequencies calibrates the absolute frequency of the laser.
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Here the reference point is the Rb center line frequency definition used in ElecSus. This
definition is νcl = 377.107 407THz, which is an average of the center line frequencies
of each of the Rb isotopes, collected for example in [115], weighted by their natural
abundances. This frequency axis can then be applied to another, simultaneously
recorded spectrum. This enables, for example, fitting the atomic temperature of
the experiment vapor cell by ElecSus, as described in section 5.4, and bandwidth
measurements of the filtering etalons. To compensate for power variation over the scan
range a third trace monitoring just the power can be recorded and used to correct a
slanted spectrum. I have semi-automated this whole process with a MATLAB script
requiring only a few mouse clicks to roughly point out the Doppler-free peaks.

7.4 Hyperfine Memory Noise Spectrum

The same technique for measuring noise spectra presented in section 5.4.3 is used to
measure the noise of a memory using the hyperfine storage scheme. The experimental
setup used is an intermediate hybrid of the ones described in chapters 3 and 5, in
particular a dedicated pumping laser switched by a SOA is already in use. The
memory is run without input and a single 2mm etalon filtering the output is slowly
temperature scanned. A second measurement with a weak input at a known frequency
calibrates the axis. The results for two different detunings, ∆red = −2π× 600MHz and
∆blue = 2π × 1.3GHz, both relative to F = 2 → F ′ = 1 are shown in figure 7.4 (recall
that in the hyperfine scheme this is the transition nearest to the control frequency).
As considerable structure is visible, the data are plotted on an absolute frequency axis
also relative to the atomic transition F = 2 → F ′ = 1. This allows for unambiguous
distinction of the spectral peaks. The two peaks that are well aligned in the two
traces and are marked with dashed lines correspond to fluorescence on the lines
F = 2 → F ′ = 1 and F = 1 → F ′. The strong peak near zero is the control laser itself.
The remaining structure can presumably be attributed to various FWM processes,
although no attempt is made to identify it further.
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Figure 7.4: Noise spectra recorded in the hyperfine memory scheme at two
operational points: ∆red = −2π×600MHz and ∆blue = 2π×1.3GHz, both relative
to F = 2 → F ′ = 1.
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