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Abstract

Coherent feedback is a quantum control technique that governs the behavior of a tar-
get system by employing closed-loop actuation based on a coherent interaction with a
second quantum system, acting as a controller. This approach eliminates the need for
any invasive measurements that are typically required in feedback control. Especially
in optomechanics, where a light field coherently interacts with the mechanical degree of
freedom of an oscillator, coherent feedback is expected to expand the range of control
possibilities, promote the generation of non-classical states and allow for a reduction of
noise. Despite the numerous theoretical proposals emphasizing the potential advantages
of employing coherent feedback for optomechanical quantum control, experiments vali-
dating these proposals are still scarce.

In this thesis I present the implementation of a coherent feedback platform for a cav-
ity optomechanical system. We demonstrate that a coherent feedback protocol involving
an optical light beam interacting twice with a mechanical oscillator, thus forming an op-
tical feedback loop with tunable parameters, opens up new avenues for controlling the
mechanical state.

Our optomechanical setup consists in a nanomechanical membrane placed in a Fabry-
Pérot optical cavity. The membrane, a thin sheet of silicon nitride embedded in a phononic
shield, couples to the cavity light through radiation pressure. The cavity has one in-
coupling port that allows a coherent light field to drive a cavity mode. The light that
has interacted with the membrane and escapes the cavity is then collected, delayed and
phase shifted using an optical fiber and an auxiliary local oscillator beam. The polariza-
tion of the light beam is subsequently rotated before the beam is sent back to the cavity,
allowing for a second interaction of the light with the mechanical oscillator in an or-
thogonal cavity mode. During the second interaction, the light beam, already containing
the mechanical signal from the first interaction, implements an effective interaction of
the mechanical oscillator with itself. The feedback parameters, given by the delay and
phase in the feedback loop, strongly modify the nature of this self-interactions, making
it possible to implement a damping or an amplifying force.

As a result, tuning the optical phase and delay between the two interactions en-
ables us to control the motional state of the mechanical oscillator via its resonance fre-
quency and damping rate. We show theoretically that this coherent feedback loop en-
ables ground-state cooling even in the unresolved sideband regime, where the optical
cavity linewidth is much larger than the mechanical frequency and which cannot be
achieved by standard cooling techniques. Experimentally, we tune the feedback parame-
ters and show modifications of the mechanical susceptibility that are enabled by the co-
herent feedback scheme. We demonstrate cooling of the mechanical mode to a state with
n̄m = 4.89 ± 0.14 phonons (480 µK) in a 20K environment. This result is below the the-
oretical limit of conventional dynamical backaction cooling in the unresolved sideband
regime. Our feedback scheme is highly versatile, offering unprecedented opportunities
for quantum control in a variety of optomechanical systems.
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Introduction

Coherent Feedback

Feedback is a powerful technique in classical and quantum control used in many ap-
plications to stabilize and manipulate the behaviour of a system. It typically relies on
measuring a parameter of the system and using that information to adjust a controller
acting on it. By manipulating the state of the system in response to the measurement,
feedback control can reduce the effects of disturbances and increase the stability of the
system. Control theory has evolved into a vast field of research, ranging from air condi-
tioning of a room to self-correcting drones. The process of measuring and adjusting is
repeated continuously in a closed-loop feedback system, allowing the system to respond
to changes and disturbances in its environment [1].

However, when considering feedback control of quantum systems, one has to con-
sider the fact that the measurement itself produces an irreversible disturbance. non-
destructive procedure. In the past decades, there has been an ongoing investigation into
how to transfer the principles of feedback control to the quantum regime [2, 3, 4, 5,
6]. On the one hand, there are many examples where feedback based on measurement
and classically processed signals, the so-called measurement-based feedback, reached re-
markable milestones on quantum state control. Among others, quantum feedback based
on measurements has achieved quantum-noise suppression [7, 8], produced quantum
states like the mechanical ground state [9], led to quantum state tracking and steering
[10, 11], prepared and stabilized non-classical states [12, 13, 14, 15], generated entangle-
ment [16, 17] and performed quantum error correction [18, 19].

On the other hand, in recent years, coherent feedback has emerged as an alternative
paradigm for state control of physical systems without introducing a measurement pro-
cess and classical information being fed back [20, 5, 21, 6]. Typically, coherent feedback
is implemented through an auxiliary physical system that acts as a reversible quantum
controller. This system processes quantum signals without the need to convert them
into classical signals through a measurement. Furthermore, the interaction between the
controller and the target system serves as a feedback actuator, coherently driving the
subject system towards a desired state [22]. A schematic comparing coherent feedback
to measurement-based feedback is displayed in Fig. 1. These two different implemen-
tations of quantum control trigger the following interesting question: which tasks can
be improved by coherent signal processing [23, 21]? This question is only beginning to
be addressed, mostly in theoretical studies and in a few experiments. In fact, numerous
theoretical works suggest that coherent feedback not only improves quantum control
of physical systems but also outperforms and enables tasks that are unattainable with
measurement-based feedback [22, 24, 25, 21]. It has been put forward that one of the
advantages of coherent feedback relies on the absence of measurements, which enables
the persistence of quantum coherence through the closed-loop feedback [20, 23].

As a first example, coherent feedback facilitates quantum noise evasion by establish-
ing so-called anti-noise paths [26]. In case of a second system-controller interaction that
exactly corresponds to the time-reversal of the first, the quantum noise associated with
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Introduction

(a) (b)

Figure 1: Sketch of feedback schemes, exerting a phase shift ϕ and a delay
τ between the two interactions. (a): Coherent feedback, where the feed-
back is implemented on the signal of the system S that is redirected for a
second interaction with the system S. (b): Measurement-based feedback,
where the signal is detected in a measurement and processed classically to

form a closed feedback loop.

the interaction can be completely cancelled [27]. This noise cancellation effect is par-
ticularly useful for quantum sensing and control tasks that require high accuracy and
precision [26]. Besides cancelling the quantum noise through the interaction, coherent
feedback also causes less disturbance to the system, as it avoids the decoherence and
noise associated with measurements [20, 23].

Moreover, coherent feedback can exploit more information from a system, as it is ca-
pable of handling signals stored in non-commuting observables, instead of measuring
one and completely discarding the other variable. In this way, the two non-commuting
observables can be actively used, potentially leading to performance gains in quantum
information processing and quantum control. For instance, one quadrature can be em-
ployed as a probe signal, and the orthogonal one for feedback [24]. This would allow
coherent feedback to measure and manipulate multiple quantum properties of a system
simultaneously [22, 6, 24, 28].

Furthermore, coherent feedback has been predicted to outperform measurement-
based feedback in terms of the cooling efficiency in the quantum regime of low steady-
state excitation number [24, 21, 29]. Indeed cooling can be associated to an extraction
of entropy that coherent schemes can perform more efficiently. This advantage has been
attributed to two features: first, the ability to avoid introducing noise related to a mea-
surement of the quantum system, and second, the capability to follow more efficient
paths in the state-space when preparing the desired state [25, 29].

Coherent feedback also possess the ability to generate non-classical states in systems
where measurement-based feedback cannot. This has been demonstrated, for example,
in optical systems that lack nonlinear dynamics, where feedback relying on detected pho-
tocurrents is unable to generate squeezed light, in contrast to all-optical feedback [22].
Moreover it has been theoretically demonstrated that feedback-based operation cannot
achieve the specific tasks of back-action cancellation, or generation of quantum non-
demolition variables and decoherence-free subspaces unless it is employing a coherent
feedback scheme [21].

Experimentally, coherent feedback has demonstrated its potential to improve con-
trol over various physical systems [6], by enhancing optical squeezing [30] and optical
entanglement generation using a non-degenerate optical parametric amplifier [31]. Co-
herent control has been used to implement sympathetic cooling of trapped ions, nanole-
vitated particles and hybrid spin-mechanical systems [32, 33, 34], and to stabilize en-
tanglement between two superconducting qubits [35] or the qubit state of a diamond
nitrogen-vacancy center [36].

Here we distinguish between two different kinds of coherent feedback: the first one
is implemented using a direct interaction between the target and control system, and can
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be applied to systems in direct vicinity to each other, coupling over a short distance [37,
38, 33, 39]. Alternatively, the interaction between the different systems can be mediated
using a travelling light field in a cascaded fashion, applicable to all systems providing a
strong light interface [27]. This offers a great versatility of coherent feedback schemes,
and makes the implementation of all-optical feedback loops particularly interesting due
to their ability to strongly couple multiple remote systems, effectively creating a quan-
tum network [40]. That is why we focus on all-optical feedback schemes that process and
perform the feedback entirely via a light field [22].

Optomechanical systems are a highly promising choice for such all-optical feedback
schemes, thanks to their refined interface to light. Indeed, there are numerous theoreti-
cal proposals on how to implement coherent feedback on optomechanical systems for a
broad range of applications such as the enhancement of entanglement [41, 42], enabling
non-classical effects and reducing noise [6, 42], or improving cooling performance [24,
28, 42, 43]. However, experiments in this research area are still rare. The idea of imple-
menting and exploring the possibilities of optical coherent feedback in an optomechani-
cal setup thus arises naturally.

Optomechanics

Observing quantum phenomena with mesoscopic objects, as well as the broad range of
applications offered by optomechanical systems have sparked a great deal of interest in
such systems over the past decade [44]. Optomechanical systems are based on the in-
teraction between a mechanically compliant element and an electromagnetic field. In
most cases, the mechanical element is placed inside a cavity resonator where its motion
is parametrically coupled to optical forces [45]. The optomechanical coupling, illustrated
in Fig. 2 is realized through the radiation pressure force of photons impinging and reflect-
ing off the mechanical oscillator, exerting a momentum kick that modifies the mechanical
motion. Furthermore, the motion of the mechanical element inside the optical resonator
modifies the resonance condition of the latter. In general this leads to a modification of
the amplitude and phase of the outgoing light field. For a resonant drive, this results in a
phase shift of the outgoing light field that depends on the mechanical displacement and
provides us with the basic read-out mechanism of the mechanical vibrations.

Figure 2: Sketch of the optomechanical coupling between a mechanical
oscillator and the light field inside of an optically driven cavity. The light
field exerts a radiation pressure force on the mechanical oscillator, and
vice-versa, the vibrations of the mechanical oscillator modify the reso-
nance condition of the cavity and thus modify the amplitude and phase

of the outgoing light field.

The first optomechanical experiments emerged from the combined insights gained
from laser cooling experiments on atomic systems with radiation pressure forces and the
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measurable backaction effect of the light forces on macroscopic objects, specifically end-
mirrors of an optical cavities in interferometric measurements [46, 47, 48, 49]. Since
then, optomechanical systems have undergone a remarkable evolution: Initially, sus-
pended mirrors were used to improve acoustic isolation from the environment and al-
lowed to investigate some optomechanical properties [50, 51, 52, 52, 53]. This led to sus-
pending sub-wavelength elements, such as silicon nitride membranes [54, 55], as well as
levitated microspheres, nanoparticles or trapped atoms and ions [56, 57, 58, 59, 60] in-
side optical cavities. There is a whole range of structures fabricated out of highly stressed
SiN, providing especially low bulk dissipations and convenient fabrication mechanisms
for nanobeams or thin sheets called membranes. These components can be equipped
with trampoline shapes, patterned phononic crystals or geometrical tapering to further
reduce dissipation [61, 62, 63, 64, 65, 66].

Advances in fabrication techniques have led to fast reduction in the size of the pro-
duced solid-state optomechanical systems [44]. For example, micromechanical mirrors
on cantilevers and beams were introduced [67, 68, 69], allowing for both higher mechan-
ical frequencies and mechanical quality factors than their previous macroscopic coun-
terparts. The introduction of microcavities consisting of microdisks and toroids, where
the mechanical modes are given by the expansion of whispering-gallery modes, further
increased achievable coupling strengths and mechanical frequencies, along with higher
optical quality factors [70, 71, 72, 73]. Besides miniaturization, there is also a push
towards integrating optomechanical systems into microchips. Optomechanical crystals
that are created by overlapping a motional mode of a beam with the localized eletromag-
netic mode in a photonic crystal cavity [74, 75, 76, 77], can be employed at cryogenic
temperatures and offer some of the strongest optomechanical coupling rates realized in
solid-state systems so far [78].

Many quantum technology applications require mechanical occupation numbers close
to the ground state. However, mechanical oscillators are usually coupled to a thermal
bath via their support, and their motion is dominated by thermal fluctuations. For this
reason, mechanical cooling techniques are a rich research field by themselves [44, 79].
The pursuit of the quantum regime, where motion is dominated by the impact of the
light instead of thermal noise, has led to elaborated designs of the internal dissipation
mechanisms of the mechanical oscillators. A great effort has been invested in develop-
ing structure with reduced dissipation, that are compatible with a cryogenic applications
[79, 45].

The design evolution of optomechanical systems has enabled them to enter the quan-
tum regime, and they have become promising candidates for quantum technologies [79].
Indeed, optomechanics experiments have demonstrated quantum state control and read-
out [80, 9, 81], squeezed states of mechanical motion [82, 83] as well as squeezed states
of the radiation field [84, 85, 86]. They also provide a platform for mechanical entan-
glement [87, 88, 89, 90], optomechanical entanglement [91, 92] as well as entanglement
in the output fields and enabling Bell tests [93, 94]. Especially in the context of hybrid
systems and quantum networks, the response of mechanical oscillators to a wide range
of forces has led to their intense pursuit as transducers and frequency converters [95, 96,
97].

Modern nanomechanical oscillators offer great controllability via their optical inter-
actions, which are strongly influenced by the design of the optical cavity. We distinguish
two regimes for the cavity-mechanical parameters: the resolved sideband regime, where
the cavity has a linewidth κ that is smaller than the mechanical resonance frequency
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Ωm, resulting in a small sideband resolution factor (κ/Ωm ≪ 1). In this case, the cav-
ity light can exert a strong control of the mechanical motion and enables beam-splitter
interactions, resulting in coherent state-swaps between the mechanical and optical exci-
tations, allowing for ground-state cooling of the mechanical mode [98, 99, 78, 100, 101].
Moreover, the optomechanical coupling can also lead to a parametric amplification inter-
action, resulting in the generation of entanglement between the optical and mechanical
modes, a prerequisite for many quantum technology applications [44, 79].

However for many applications concerning quantum networks and hybrid systems,
short delays and thus broad cavities are desirable [102]. The requirement of a fast cavity
response places the optomechanical system in the unresolved sideband regime, where
κ/Ωm≫ 1. The mechanical signal effectively couples to the travelling field outside of the
cavity, with only a small delay generated by the cavity. Although the unresolved side-
band regime offers possibilities for coupling setups of different nature, it also requires
additional schemes to reduce the thermal occupation of the mechanical oscillator and
prepare the mechanical mode in its motional ground state. This is because in the un-
resolved sideband regime, the standard method known as cavity dynamical backaction
cooling is limited to a minimally achievable phonon number higher than the ground
state. To address this difficulty, various schemes have been implemented, including the
usage of non-classical input light states [103, 104], measurement-based feedback cooling
(cold damping) [105, 9, 106, 107, 108], or sympathetic cooling [32, 109, 34].

Coherent Feedback in Optomechanics

Given the impressive capabilities of optomechanical systems and the wide range of con-
trol options provided by their interaction with light, they are an ideal platform for explor-
ing all-optical feedback schemes. Consequently, there is a natural inclination to imple-
ment and investigate the possibilities of optical coherent feedback within the framework
of optomechanical setups. As previously mentioned, coherent feedback holds promise
for a wide range in applications of optomechanical systems, particularly those operating
in the unresolved sideband regime. These applications include improving mechanical
cooling [24, 28, 42, 43], enhancing entanglement, generating non-classical states, and
cancelling noise [110, 111, 112, 42, 43].

We can categorize coherent feedback schemes based on their underlying working
principle, distinguishing between the schemes applying the feedback to one cavity mode
versus two different cavity modes. Most of the aforementioned theoretical proposals that
suggest improvements for cooling mechanical oscillators use coherent feedback onto the
same cavity mode, with the option of using additional passive elements such as auxiliary
optical Fabry-Perot cavities [110, 111, 112, 42, 43]. In this case, the improvement relies
on the modified impact of the cavity on the mechanics via an effective cavity linewidth.

Alternatively, to aim the coherent feedback directly at the mechanical oscillator, feed-
back can be generated via one optomechanical cavity driven in two different cavity modes,
and corresponds to the scheme that we explore here.

In this thesis, I present experiments where we developed a continuous all-optical
feedback loop using two orthogonal modes of an optical cavity containing a membrane in
the middle, as illustrated in Fig. 3. The feedback scheme involves a coherent field driving
the optomechanical cavity. We then collect the light leaking out after a first interaction
with the mechanical membrane. This outgoing light beam is delayed by τ before coupling
it back into the cavity with an orthogonal polarization. To achieve a tunable loop phase ϕ
we also combine the outgoing light field with an auxiliary local oscillator. Together with
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Figure 3: Sketch of optomechanical coherent feedback scheme imple-
mented by two orthogonal cavity modes, where the second mode is driven

by the output of the first one.

the delay τ , the loop phase ϕ controls the character of the feedback on the mechanical
motion. This system allows us to perform experiments where we modify the mechanical
susceptibility via the tunability of the feedback parameters. As a first application of our
coherent feedback platform, we demonstrate cooling of the mechanical occupation to
n̄m = 4.89 ± 0.14, which is below the limit set by dynamical backaction cooling in the
unresolved sideband regime.

The presented all-optical coherent feedback scheme on orthogonal cavity modes is
relatively simple to implement, yet very powerful in performance. Unlike many other
proposals, it does not require an overall high detection efficiency, fast switching, or other
quantum resources [103, 9, 42, 34]. This makes it optimally suited to be incorporated
into various optomechanical systems with only small modifications to the optical path.

The main results of this thesis are published in [113]. In Ch. 1, we provide a sum-
mary of the optomechanics theory that is essential for the subsequent sections. In Ch. 2,
we develop the theoretical description of a coherent feedback loop on an optomechanical
system. We explore the limits for ground-state cooling and compare this approach to
other cooling strategies. In Ch. 3, we provide a characterisation on the nanomechanical
membrane oscillators used in our experiments. In Ch. 4, we present and characterize
the cavity optomechanical setup built and developped in this thesis. In Ch. 5, we show
the experimental implementation of the optical coherent feedback loop in a double-pass
scheme on a single mechanical mode. We demonstrate the versatility and controllabil-
ity of this type of feedback and show improved cooling performance, which combines
dynamical backaction cooling and coherent cooling of the mechanical oscillator, to real-
ize a phonon occupation number below the limit of dynamical backaction cooling in the
unresolved sideband regime. In the outlook (Ch. 6), we discuss future perspectives in
quantum control and further applications of the presented feedback scheme.
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Chapter 1

Cavity Optomechanics

Given the vast interest in the quantum fluctuations of mesoscopic mechanical oscillators
and their potential applications, significant effort has been invested into developing effi-
cient coupling mechanisms to access the mechanical degrees of freedom, and the field of
optomechanics has received ample attention [44, 45, 79].

Most optomechanical setups combine the mechanically oscillating element with an
optical cavity resonator, which allows to detect the mechanical vibrations interferomet-
rically, and manipulate the mechanical motion through its parametric coupling to the
electromagnetic radiation [44, 79]. This relies on the principle that the light modifies the
mechanical motion via radiation pressure and vice-versa the mechanical displacement al-
ters the cavity resonance condition, leading to a dispersive coupling between the optical
light and the mechanical position. Driving the cavity with a coherent light field enhances
the optomechanical coupling strength by the average photon number in the cavity [44].
Furthermore, the cavity also serves as an ideal quantum-limited readout system for the
mechanical motion [5]. This means that determining the position of a mechanical sys-
tem through the phase of the light exiting the cavity leads to the ideal quantum-limited
product between the measurement imprecision and the backaction generated by the light
beam used for readout [5].

In this chapter, we introduce the canonical description of an optomechanical system
with an optical cavity, by examining each element of the combined system - the mechan-
ical oscillator and the optical cavity - separately, before we deriving the optomechanical
Hamiltonian that forms the basis of our work. We explore the impact of the light field
on the mechanical oscillator through the radiation pressure force, and describe the linear
optomechanical coupling between the mechanical vibrations and the cavity fluctuations
around a coherent cavity drive. Additionally, we examine the dynamical backaction ef-
fects that occur in the case of a detuned cavity. We derive the relationship between the
outgoing field of the optical cavity and the mechanical displacement. Furthermore, we
describe the typical detection scheme used for the optical phase quadrature namely ho-
modyne detection, and the limitations associated with detection of the mechanical signal.

1.1 Mechanical Oscillators

Starting with the mechanical oscillator, its mechanical mode forms a harmonic oscillator
with position and momentum operators x̂m and p̂m resulting in the Hamiltonian

Ĥm =
p̂2

m

2m
+
mΩ2

mx̂2
m

2
, (1.1)

7



Chapter 1. Cavity Optomechanics

where Ωm is the mechanical resonance frequency and m the effective mass of the me-
chanical mode [cf. Ch. 3]. The mechanical position and momentum operators can be
expressed via the ladder operators b̂ as

x̂m = x0(b̂+ b̂†), p̂m = ip0(b̂† − b̂), (1.2)

in terms of the zero-point fluctuation of the position x0 =
√
ℏ/2mΩm and momentum

p0 = ℏ/2x0, fulfilling the commutation relations [b̂, b̂†] = 1 and hence [x̂m, p̂m] = iℏ. We
define the dimensionless operators for the mechanical motion that are rescaled by the
displacement caused by a single mechanical excitation

X̂m =
1√
2

(b̂+ b̂†), P̂m =
i√
2

(b̂† − b̂), (1.3)

such that [X̂m, P̂m] = i. The Hamiltonian of the mechanical oscillator is then

Ĥm =
ℏΩm

2
(X̂2

m + P̂ 2
m) = ℏΩm(b̂†b̂+

1
2

), (1.4)

where the number of excitations in the mechanical mode is ⟨n̂m⟩ = ⟨b̂†b̂⟩. Given that the
mechanical oscillator is coupled to a thermal environment with the mechanical energy
damping rate γm, the equation of motion for the mechanical displacement is given by

∂2
t X̂m(t) +γm∂tX̂m(t) +Ω2

mX̂m(t) =
√

2Ωmξth(t). (1.5)

ξ̂th is the thermal noise forming an unavoidable external drive to the mechanical dis-
placement due to the coupling to a thermal environment [114]. The mechanical oscil-
lator is coupled to the thermal bath with coupling strength

√
γm such that the thermal

noise term ξ̂th =
√
γmŶin

1 is completely defined by its correlator

⟨ξ̂th(t)ξ̂th(t′)⟩ = γm(n̄th +
1
2

)δ(t − t′), (1.7)

with n̄th the bath occupation number. If the occupation probability follows Bose-Einstein
statistics, as is the case for phonons (bosons) populating a harmonic oscillator in thermal
equilibrium, the mean occupancy of the oscillator turns out to be

n̄th(ω) = [exp(ℏω/kBT )− 1]−1 (1.8)

at a temperature T . In the high temperature limit kBT ≫ ℏΩm, and for ω = Ωm the
average thermal occupation simplifies to n̄th = kBT /ℏΩm.

1The thermal force can be described by the so-called independent oscillator model where the coupling
to the thermal environment is described by the spring-coupling of an ensemble of j independent bath os-
cillators to the mechanical oscillator of interest. This results in the stochastic force F̂th(t) =

∑
j kj x̂j (t) with

the position x̂j and the spring constant kj = mjΩ
2
j of oscillator j which has a mass mj and frequency Ωj .

The expectation value of this force is equal to zero. Furthermore we can define the dimensionless input
fluctuations b̂in with

Ŷin =
i√
2

(b̂†in − b̂in) =
x0F̂th
ℏ

√
γm

(1.6)
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1.2. Canonical Optomechanical Interaction

Using a Fourier transformation2 and following from Eq. (1.5), we obtain the mechan-
ical displacement operator in the frequency domain

X̂m(ω) =
√

2χm,0(ω)ξ̂th(ω), (1.10)

with the intrinsic mechanical susceptibility

χm,0(ω) =
Ωm

Ω2
m −ω2 − iωγm

(1.11)

that describes the response of the mechanical oscillator to the thermal drive.

1.2 Canonical Optomechanical Interaction

Figure 1.1: Sketch of the canonical optomechanical coupling scheme,
where the variable position X̂m of one end-mirror of an optical cavity mod-
ifies the cavity length and thus its resonance frequency. For a cavity driven
by a laser âin this results in a modulation of the outgoing light field âout

proportional to the displacement X̂m.

We now consider the interaction between a cavity light field and a mechanical oscil-
lator, which can be envisioned as a mechanically compliant cavity mirror (see Fig. 1.1).
The vibrations of the mirror modify the length of cavity, thereby affecting its resonance
frequency. Conversely, the modulation of the cavity energy has implications on the me-
chanical motion and thus establishes the optomechanical interaction.

Here we consider a coherent incoming field âin entering the optical cavity of linewidth
κ and driving a single cavity mode ĉ. Similar to the mechanical oscillator, the optical
intracavity field is described by a harmonic mode, such that the Hamiltonian describing
the cavity mode of interest is

Ĥc = ℏωc(x̂m)
(
ĉ†ĉ+

1
2

)
, (1.12)

where ωc(x̂m) is the cavity resonance frequency that is dispersively shifted by the me-
chanical displacement x̂m. The cavity field annihilation operator ĉ fulfills [ĉ, ĉ†] = 1, and
the cavity photon number operator is given by n̂c = ĉ†ĉ. The 1/2-term contribution from

2given by

Ô(ω) =
1√
2π

∫
Ô(t)eiωtdt (1.9)

for an arbitrary operator Ô, leading to ∂t →−iω

9



Chapter 1. Cavity Optomechanics

the vacuum energy can be neglected in most cases, considering that the cavity is driven
by a coherent field.

For small mechanical displacements, we can expand the cavity frequency around the
mechanical equilibrium displacement ⟨x̂m⟩ = 0, which leads to

ωc(x̂m) ≈ωc −Gx̂m, (1.13)

where G = −∂ωc/∂xm represents the frequency shift per mechanical displacement. For a
cavity end-mirror coupling, the cavity frequency pull parameter is directly given by G =
ωc/L where L is the undisturbed cavity length [44], such that for a positive mechanical
displacement, the cavity length increases, leading to a reduction of the cavity frequency.

Taking into account the mechanically-induced cavity frequency shift, the cavity Hamil-
tonian results in the sum of the unperturbed cavity energy and the optomechanical in-
teraction Hamiltonian given by

Ĥom = −ℏGx̂mĉ†ĉ

= −ℏg0(b̂+ b̂†)ĉ†ĉ = −
√

2ℏg0X̂mĉ†ĉ, (1.14)

where we defined the single-phonon optomechanical coupling strength g0 = Gx0, refer-
encing the optomechanical coupling strength to the zero-point fluctuations of the me-
chanical oscillator. This Hamiltonian describes the coupling between the mechanical
displacement and the intracavity photon number via the radiation pressure force

F̂rad = −dĤom

dx̂m
= ℏGn̂c. (1.15)

which will add an optical driving term to the mechanical equation of motion. Fur-
thermore, the excursions from the cavity resonance generated by the mechanical dis-
placement result in a detectable phase shift of the light reflected from the cavity by
δφ̂c =

√
22g0X̂m/κ, and provides us with a read-out mechanism for the mechanical mo-

tion. The optomechanical coupling strength g0 effectively describes the coupling strength
between a single photon and phonon, and thus the ratio g0/κ indicates whether the cavity
frequency fluctuations can resolve the shift generated by a single mechanical excitation.
This represents a necessary requirement for nonlinear quantum optomechanics, enabling
the observation of quantum jumps and an optomechanical photon blockade [44]. So far
mainly in atomic systems, where their nature-given size intrinsically entails a strong im-
pact of a single photon on their motional state, have values of g0 been achieved that
exceed the optical decay rate [57, 58]. Recently also strong vacuum coupling has been
achieved for microwave mechanical circuits [115]. Since even the latest solid-state op-
tomechanical experiments achieve g0/κ ∼ 0.001 [93, 116], the optomechanical coupling
strength has remained in the regime where the approximation of a small dispersive shift
is valid, and quantum effects can only be observed in the linearized regime.

1.3 Linearized Optomechanical Interaction

We can relate the intracavity light field ĉ to the optical field outside the cavity, by treat-
ing the continuous external field incident onto the cavity âin as an optical bath. The

10



1.3. Linearized Optomechanical Interaction

associated interaction Hamiltonian results in [117]:

Ĥint = iℏ
√
κ

∫
dω√
2π

[
â†in(ω)ĉ − ĉ†âin(ω)

]
, (1.16)

where the coupling strength of the external field to the cavity is given by the cavity
linewidth κ. Here we assume a single-sided cavity and only consider one input port. The
incoming light field is described by its annihilation operator âin fulfilling the commuta-
tion relation [âin(ω), â†in(ω′)] = δ(ω −ω′). Defining αin = ⟨âin⟩, this leads to the ingoing
photon flux |αin|2. From the interaction Hamiltonian we can derive the equation of mo-
tion for the cavity field

∂t ĉ = −iωcĉ − κ
2
ĉ −√κâin (1.17)

and consequently the well known input-output relation between the ingoing field âin and
field leaving the cavity âout as [118]

âout = âin +
√
κĉ. (1.18)

This relation will be used extensively in the following of this work.
The intracavity field is generated by a coherent ingoing drive field that is centred

around a certain frequency ωL. It is convenient to work in the rotating frame at the light
frequency, such that the cavity Hamiltonian turns into

Ĥc = −ℏ∆ĉ†ĉ, (1.19)

with the detuning ∆ = ωL−ωc between the light field and the cavity resonance, where we
replaced ĉ→ ĉe−iωLt. The equation of motion for the cavity field can then be written as

∂t ĉ = i∆ĉ − κ
2
ĉ −√κâin (1.20)

such that steady state average displacement of the cavity field leads to

α = ⟨ĉ⟩ = −
√
κ

κ/2− i∆
αin, (1.21)

such that the cavity field follows the ingoing drive adiabatically. We note that from the
input-output relation, together with the expression for the steady state cavity displace-
ment, on resonance, the outgoing light field obtains a π phase shift with respect to the
ingoing field, due to the reflection off the cavity.

In order to get a better understanding of the dynamics of the optomechanical system,
the cavity and mechanical oscillator modes can be split up into a coherent amplitude and
a fluctuation part following

ĉ→ α + ĉ,

b̂→ β + b̂, (1.22)

where α denotes the average cavity displacement as defined above, and β = ⟨b⟩ the me-
chanical steady-state displacement.

11



Chapter 1. Cavity Optomechanics

Static Interaction If we insert the expression for the cavity field as stated in Eq. (1.22)
into the optomechanical Hamiltonian as given in Eq. (1.14), we get a first term describing
the static optomechanical interaction Ĥstatic = −ℏg0|α|2(b̂+ b̂†).
The radiation pressure force generated by the presence of a coherent optical field leads
to a static shift of the mechanical equilibrium position given by x̄m = ⟨F̂rad⟩/(mΩ2

m) =
ℏg0n̄c/(x0mΩ2

m), with the average cavity occupation number n̄c = |α|2.
Conversely, the modified equilibrium position of the mechanical oscillator leads to the
average cavity displacement field that, taking into account the modified detuning δ∆ =
g0x̄m/x0, results in

α = −
√
κ

κ/2− i(∆+ g0x̄m/x0)
αin. (1.23)

Notably, the cavity resonance photon occupation number is modified by the mechanical
displacement in a straightforward manner given by [44]

n̄c = |α|2 =
n̄0

1 +
[

2
κ (∆+ g0x̄m/x0)

]2 , (1.24)

with n̄0 = (4/κ)|αin|2 the empty cavity resonant occupation number. We note that the
intracavity photon number has a nonlinear dependence on the average mechanical po-
sition. In case that the change in the cavity detuning g0x̄m/x0 becomes appreciable, it
leads to a large modifications in both the mechanical displacement and the average cav-
ity number, and multiple solutions for the intracavity field. This can potentially lead
to an unstable behavior and is discussed in more detail in Sec. 5.5.1. Otherwise, the
average displacements will not play a role in the dynamics of the system, such that we
can account for them by redefining the mechanical equilibrium position with the offset
x̂m→ x̂m − x̄m, and the cavity detuning with the additional shift

∆→ ∆+
2g2

0 |α|2
Ωm

. (1.25)

Dynamical Interaction For a strong coherent drive, we can resort to a linear descrip-
tion of the optomechanical interaction. This time, when replacing the cavity field with
ĉ→ α+ ĉ in the general optomechanical Hamiltonian [Eq. (1.14)] we only keep the terms
that are linear in the average cavity field amplitude α, leading us to the linearized version
of the optomechanical Hamiltonian between the mechanical and cavity fluctuations

Ĥom = −ℏg(b̂+ b̂†)(ĉ† + ĉ) (1.26)

= −2ℏgX̂mX̂c,

where the optomechanical coupling strength g = |α|g0 is enhanced by the coherent cavity
amplitude and we defined the intracavity amplitude and phase quadratures

X̂c =
1√
2

(ĉ+ ĉ†), P̂c =
i√
2

(ĉ† − ĉ). (1.27)

This Hamiltonian describes different coupling regimes that are present in the dispersive
optomechanical interaction [44], and that can be selected via the detuning of the optical
cavity drive. The efficiency of the selection of either interaction depends on ratio between
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1.3. Linearized Optomechanical Interaction

the cavity linewidth and the mechanical frequency and profits from Ωm ≫ κ, denoted
the resolved sideband regime.

For a detuning of ∆ = −Ωm, the cavity mode realizes a harmonic oscillator with equal
energy to the mechanical mode, enabling the exchange of excitations through the term
∝ b̂ĉ† + b̂†ĉ, which corresponds to a beam-splitter interaction. It embodies the relevant
process for coherent state swaps and cooling of the mechanical mode.

For a positive cavity detuning ∆ = Ωm, the resonant terms in the interaction are given
by ∝ b̂†ĉ† + b̂ĉ, corresponding to the pairwise creation (respectively annihilation) of exci-
tations, describing a two-mode squeezing interaction that can be used for the generation
of entanglement.

If both process are perfectly balanced as is the case for a resonantly driven cavity, the
interaction is described by the full term ∝ X̂mX̂c and enables a quantum non-demolition
(QND) detection, and thus ideal conditions for mechanical displacement read-out.

(a) (b)

Figure 1.2: Sketch of (a) the sidebands and (b) the transitions involv-
ing a resonant cavity drive, illustrating the Stokes (S) and anti-Stokes(AS)
scattering processes. During the Stokes transition, one carrier photon is
scattered into a phonon and a red-detuned photon, thus contributing to
the sideband at −Ωm. For the anti-Stokes process, the scattering of a car-
rier photon and mechanical phonon result in a blue-sideband photon at
+Ωm. The peak at positive frequencies thus describes the emission of en-
ergy from the mechanics to the light, whereas the peak at negative fre-
quencies accounts for the pumping of energy into the mechanical degree

of freedom.

Scattering picture Furthermore, we can describe the optomechanical interaction in a
Raman scattering picture through a conversion between photons and phonons, as illus-
trated on the transition scheme in Fig. 2.10. The optomechanical interaction terms can
be understood as two scattering processes producing optical sidebands on the driving
carrier field.

For a resonant cavity drive, on the one hand, one cavity photon can scatter into a
phonon and a photon emitted in the red sideband at −Ωm, generating a transition of
the phonon occupation number from nm → nm + 1, corresponding to a Stokes scatter-
ing process. On the other hand, one carrier photon can combine with one phonon to
form a photon scattered into the blue sideband at Ωm, entailing the mechanical transi-
tion nm → nm − 1, which corresponds to an anti-Stokes process. The scattering rate of
the Stokes transition is given by Γn→n−1 = nA−, and of the anti-Stokes Γn→n+1 = (n+ 1)A+,
where the rates A± are determined by Fermi’s golden rule and the intracavity photon
number fluctuation spectrum at ±Ωm [5]. When the frequency of the optical drive is
exactly on resonance with the optical cavity, these two processes are exactly balanced
and occur with the same probability. However, if the beam is red-detuned [as shown

13



Chapter 1. Cavity Optomechanics

in Fig. 2.10 (b)], the beam-splitter interaction generating state-swaps (∝ ĉb̂† + ĉ†b̂) is
favoured. This can be explained by the change in the final density of states of the scatter-
ing process, caused by the cavity detuning [5]. Conversely, a blue-detuned drive supports
the pairwise generation and annihilation of excitations (∝ ĉ†b̂† + ĉb̂). The interplay of
these two scattering processes allows us to determine an effective temperature that can
be associated to the optical bath and that can change sign depending on the detuning
of the ingoing light field. This already hints at the potential of optical light to alter the
mechanical occupation number, a phenomenon we will explore in greater detail in the
subsequent discussion [5].

1.4 Dynamical Backaction

To deepen our understanding of the system dynamics governed by the linearized inter-
action Hamiltonian derived above, we revisit the equations of motion of the mechanical
quadratures and obtain the linearized quantum Langevin equations

∂tX̂m = ΩmP̂m,

∂t P̂m = −ΩmX̂m −γmP̂m − 2gX̂c +
√

2ξ̂th, (1.28)

where the momentum quadrature now contains the optical drive, as well as thermal noise
and damping term. The cavity evolution is governed by

∂t ĉ = −
[κ
2
− i∆

]
ĉ − ig(b̂+ b̂†)−√κâin, (1.29)

which in terms of the cavity quadratures reads

∂tX̂c = −κ
2
X̂c −∆P̂c −

√
κX̂in,

∂t P̂c = ∆X̂c − κ
2
P̂c −
√
κP̂in − 2gX̂m, (1.30)

with the incoming light quadratures defined as

X̂in =
1√
2

(â†in + âin), P̂in(ω) =
i√
2

(â†in − âin). (1.31)

We note that a non-zero detuning generates a mixing between the cavity quadratures.
Transforming the equations of motion into the frequency domain, we can solve the sys-
tem and obtain for the cavity field [114]

ĉ(ω) = −χc(ω)
[√

κâin(ω) + i
√

2gX̂m(ω)
]
, (1.32)

where we defined the bare cavity susceptibility χc(ω)−1 = κ/2 − i(∆ + ω). The mechan-
ical displacement can be written in terms of the cavity amplitude quadrature and the
intrinsic mechanical susceptibility χm,0(ω) such that

X̂m(ω) = χm,0(ω)
[√

2ξ̂th − 2gX̂c

]
. (1.33)
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1.4. Dynamical Backaction

The cavity quadratures are then related to the ingoing light quadratures following
(
X̂c
P̂c

)
= −√κχc,eff

(
κ
2 − iω −∆

∆+ Γmeasκχm,0(ω) κ
2 − iω

)(
X̂in

P̂in −
√

2Γmeasχm,0(ω)ξ̂th

)
, (1.34)

where we defined the optomechanical measurement rate Γmeas = 4g2/κ describing the
rate with which the mechanical signal is imprinted on the cavity field, and the effective
cavity susceptibility that is modified by the coupling to the mechanical motion

χc,eff(ω) =
[
χc(ω)−1 + Γmeasκχm,0(ω)

]−1
. (1.35)

We can define the expressions

C+(ω) =
1
2

[
χ∗c(−ω) +χc(ω)

]
=

κ/2− iω
(κ/2− iω)2 +∆2 ,

C−(ω) =
i
2

[
χ∗c(−ω)−χc(ω)

]
=

∆

(κ/2− iω)2 +∆2 , (1.36)

and regroup the driving terms such that the mechanical displacement is given by

X̂m(ω) =
√

2χm(ω)
[
ξ̂th(ω) + ξ̂L(ω)

]
, (1.37)

with the effective mechanical susceptibility

χm(ω) =
Ωm

Ω2
m −ω2 − iγmω+ 4g2Ωm∆/[(κ/2− iω)2 +∆2]

, (1.38)

and the optical drive

ξ̂L(ω) =
√
Γmeas

κ√
2

[
C+(ω)X̂in(ω)−C−(ω)P̂in(ω)

]
. (1.39)

We note that the optomechanical measurement rate Γmeas also describes the rate at which
the optical fluctuation quadratures X̂in and P̂in are affecting the mechanical displacement,
which is known as the quantum backaction of the light on the mechanical motion. We
can bring the effective susceptibility into the form of the intrinsic susceptibility such that

χm(ω) =
Ωm

Ω2
m + 2ωδΩm −ω2 − iω(Γm +γm)

. (1.40)

Where the real part of the optically-induced term in the mechanical susceptibility can
be associated to a shift of the mechanical frequency δΩm and the imaginary part to an
additional damping rate Γm, given by

δΩm(ω) = Re
[

2g2∆

∆2 + (κ/2− iω)2

]
,

Γm(ω) = −Ωm

ω
Im

[
4g2∆

∆2 + (κ/2− iω)2

]
. (1.41)

Assuming that the response of the mechanical oscillator is strongly peaked around its
resonance frequency (γm≪Ωm), and that the broadening due to the optical field remains
small (Γm≪Ωm), we can evaluate these expressions at the mechanical frequency ω = Ωm
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Chapter 1. Cavity Optomechanics

and obtain

δΩm = g2
[

∆+Ωm

(κ/2)2 + (∆+Ωm)2 +
∆−Ωm

(κ/2)2 + (∆−Ωm)2

]
,

Γm = g2
[

κ

(κ/2)2 + (∆+Ωm)2 −
κ

(κ/2)2 + (∆−Ωm)2

]
. (1.42)

We observe that the damping is generated by the difference of the cavity susceptibility
evaluated at plus and minus the mechanical frequency

Γm = g2κ
[
|χc(−Ωm)|2 − |χc(Ωm)|2

]
. (1.43)

If the cavity resides in the unresolved sideband regime κ≫Ωm, the modifications to
the mechanical susceptibility simplify to

δΩm =
2g2∆

(κ/2)2 +∆2 , Γm = − 4g2∆κΩm

[(κ/2)2 +∆2]2 . (1.44)

The mechanical susceptibility describes the response of the mechanical oscillator to ex-
ternal forces. By driving the cavity with an optical beam that is detuned from the cavity
resonance ∆ , 0, this susceptibility is modified by the dynamical backaction of the light.
For a negative detuning ∆ < 0, corresponding to a red-detuned beam, the mechanical res-
onance frequency is lowered, and the damping is increased. Since the optical beam opens
a dissipation channel to the optical bath, which at optical laser frequencies can safely be
assumed to be in its ground state, the additional optical damping leads to a reduction of
the mechanical mode occupation number [44]. The resulting cooling limits depend on
the sideband resolution factor κ/Ωm. As the difference between the cavity susceptibility
evaluated at positive and negative mechanical frequencies determines the damping rate
[cf. Eq. (1.43)], a narrow cavity is thus a necessary requirement for a large optically in-
duced broadening Γm and hence for an efficient cooling process. In the resolved sideband
regime, where the cavity linewidth is smaller than the mechanical frequency (Ωm ≫ κ)
this can even lead to ground state cooling. In the unresolved sideband regime (κ≫Ωm),
the optically induced damping is insufficient to suppress the accompanying quantum
backaction due to the optical vacuum noise. The resulting cooling limits are discussed in
Ch. 2.

For a positive detuning ∆ > 0 the mechanical frequency is increased, whereas the
mechanical damping is reduced, leading to parametric amplification of the mechanical
mode. If the total mechanical damping γm +Γm < 0, it leads to unstable behaviour related
to an exponential growing of the mechanical motion amplitude [44]. For a resonant
cavity drive ∆ = 0 the effective susceptibility reduces to the intrinsic one, determined
by the coupling of the mechanical oscillator to the thermal bath with the damping rate
γm. In our experiment, the optical cavity resides in the unresolved sideband regime and
for most experiments the cavity is driven with a red-detuned beam, used to precool the
mechanical mode and ensure stable measurement conditions.
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1.4. Dynamical Backaction

Mechanical Displacement In the following, the relevant quantity used to study the
mechanical state driven by the ingoing noises consists in the power spectral density 3 of
its displacement as stated in Eq. (1.37), and can be written as

SXmXm
(ω) = 2|χm(ω)|2

[
Sth(ω) + Sqba(ω)

]
. (1.47)

We identify the contributions from both the thermal force Sth(ω) and the light-induced
backaction noise Sqba(ω). The latter is generated by the contribution of optical drive ξ̂L,
defined in Eq. (1.39), to the mechanical power spectral density, and is given in terms of
the ingoing light quadratures

Sqba(ω) = Γmeas
κ2

2

[
|C+(ω)|2S in

XX(ω) + |C−(ω)|2S in
P P (ω)

]
, (1.48)

where we neglect any correlations between these noise quadratures4. It describes the
backaction force introduced by the light that interacts with the mechanical oscillator. In
the case of shot-noise limited ingoing light (S̄ in

XX(ω) = S̄ in
P P (ω) = 1/2)5 the resulting optical

backaction power spectral density reads

S̄qba(ω) = Γmeas
κ2

8

[
1

(κ/2)2 + (∆+ω)2 +
1

(κ/2)2 + (∆−ω)2

]
. (1.51)

The expression for the power spectral densities of the thermal force is obtained via te
relation ⟨ξ̂th(ω′)ξ̂th(ω)⟩ = δ(ω+ω′)Sth(ω), where the correlator is defined as stated in Eq.
(1.7). The thermal force power spectral density distinguishes between the positive and
negative frequencies following [119]

Sth(ω) = γm
ω
Ωm

(n̄th + 1),

Sth(−ω) = γm
ω
Ωm

n̄th. (1.52)

3mathematically defined for an arbitrary operator Ô as

SAB(ω) =
∫ ∞

−∞
dteiωτ ⟨Â(t + τ)B̂(t)⟩t=0. (1.45)

where we used the Wiener- Khinchin theorem and that the autocorrelation can be related to the ensemble
average following

⟨Â(t)B̂(t + τ)⟩ = lim
T→∞

∫ T /2

−T /2
Â(t)B̂(t + τ)dt. (1.46)

Furthermore this allows us to write ⟨Â(ω)B̂(ω′)⟩ = δ(ω+ω′)SAB(ω) [5].
4These cannot be neglected in case of a strong backaction Γmeas ≫ γm leading to correlations and the

resulting

Sqba(ω) = Γm
κ2

2

(
|C+|2Sin

XX (ω) + |C−|2S̄in
P P (ω) + iC+C

∗−Sin
XP (ω)− iC−C∗+Sin

PX (ω)
)
, (1.49)

with the additional cross terms Sin
XP ,S

in
PX .

5where we defined the symmetrized power spectral density

S̄AB(ω) =
SAB(ω) + SAB(−ω)

2
(1.50)
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We can define the symmetrized thermal force power spectral density S̄th(ω) = (Sth(ω) +
Sth(−ω))/2, which, for high quality mechanical oscillators, can be evaluated at ω ≈ Ωm
and results in S̄th = γm(n̄th + 1/2). Hence the symmetrized spectral density of the me-
chanical displacement can be written as

S̄XX(ω) = 2γm|χm(ω)|2
(
n̄th +

1
2

+
Γeff(ω)
γm

)
, (1.53)

where we defined the effective measurement rate as

Γeff(ω) = Γmeas
κ2

8

[
1

(κ/2)2 + (∆+ω)2 +
1

(κ/2)2 + (∆−ω)2

]
. (1.54)

For a resonantly driven cavity the effective measurement rate simplifies to

Γeff(ω) =
4g2

κ
1

1 + (2ω/κ)2 , (1.55)

meaning that solely the direct radiation pressure of the ingoing amplitude noise onto the
mechanical oscillator needs to be considered. In this case the symmetrized mechanical
displacement spectrum results in

S̄XmXm
(ω) = 2|χm(ω)|2

[
S̄th(ω) + 2Γeff(ω)S̄ in

XX(ω)
]
. (1.56)

The second term corresponds to the power spectral density of the optical bath, S̄ in
XX(ω) ≥

1/2, such that, on resonance, the light field does not modify the mechanical susceptibility
to the environment, but solely introduces an additional heating term [114].

1.5 Phonon Occupation Number

Here we describe two methods to determine the mechanical phonon occupation number
from the power spectral densities discussed in the previous section. On the one hand,
the power spectral density of the quantum noise allows us to determine the occupation
number of the mechanical oscillator via its frequency asymmetry. On the other hand,
the integral of the symmetrized power spectral density of the mechanical displacement
provides a direct proportionality to the mechanical occupation number [44].

The optomechanical interaction can be described by the transitions appearing be-
tween mechanical and optical excitations, and are fully determined by the quantum
noise spectrum of the radiation pressure force. For a harmonic oscillator, the noise in
the applied forces at the mechanical frequency causes transitions between the oscillator’s
eigenstates. The contribution of the force noise spectrum at −Ωm leads to absorption of
energy from the noise source to the mechanical mode, and thus increase of the phonon
number, and the contribution from Ωm leads to the emission of energy to the bath [5].
The strength of these transitions is determined by the quantum noise spectrum. That
is why the mechanical position fluctuations are directly related to the force noise, and
thus display the same asymmetry between positive and negative frequencies [44, 5]. In
thermal equilibrium, there is detailed balance between the displacement power spectral
density at positive and negative frequencies, corresponding to transitions to higher and
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1.5. Phonon Occupation Number

lower energies [114], such that

n̄m =
SXmXm

(−Ωm)
SXmXm

(Ωm)− SXmXm
(−Ωm)

. (1.57)

This allows to infer the mechanical occupation number without prior knowledge of the
environmental temperature.

Moreover, S̄XmXm
can be used to determine the average phonon occupation number.

Indeed, the variance of the mechanical motion can be determined by the integral of the
power spectral density6, such that

⟨X̂2
m(t)⟩ = 2

∫ ∞

0
S̄XmXm

(ω)
dω
2π

. (1.58)

For high quality mechanical oscillators, the power spectral density is strongly peaked
around the mechanical frequency ±Ωm, which allows us to approximate the spectral
density of the momentum as

S̄PmPm
(ω) =

ω2

Ω2
m
S̄XmXm

(ω) ≈ S̄XmXm
(ω). (1.59)

The integral of S̄XmXm
(ω)7 leads to the relation between the variance in the mechanical

displacement and the mechanical occupation number n̄m given by

n̄m +
1
2

=
1
2
⟨X̂2

m + P̂ 2
m⟩ = ⟨X̂2

m⟩ =
γm

γm + Γm

[
n̄th +

1
2

+
Γeff(ω)
γm

]
. (1.60)

We observe that the mechanical occupation number contains contributions from the fluc-
tuations of the zero-point, the thermal and the radiation pressure force. Furthermore, the
mechanical occupation can be reduced by the optically induced mechanical broadening
Γm. Indeed, in the limit of large damping Γm ≫ γm, the modification of the mechanical
susceptibility entails a drastic reduction of the thermal bath contribution to the mechan-
ical occupation number n̄thγm/Γm ≪ 1. However, this does not hold true for the backac-
tion term, to which we can assign the equivalent occupation number n̄qba ≡ Γeff(ω)/γm.
Depending on the cavity parameters this term can hinder ground-state cooling, and
its implications are discussed in greater detail within the context of cooling limits in
Sec. 2.4.7.

Quantum Cooperativity Considering the ratio between the backaction rate versus the
thermal decoherence provides us with the definition for the quantum cooperativity

Cqu =
Γmeas

γm,th
, (1.61)

where the thermal decoherence rate is given by γm,th = γmn̄th. A large cooperativity
Cqu > 1 entails that the quantum backaction noise dominates over thermal noise, which
is a necessary requirement to address mechanical states other than thermal states, for
quantum state control and entanglement experiments.

6where we employed Parseval’s theorem relating the energy in the time domain to the energy in the

frequency domain as limτ→∞
∫ τ/2
−τ/2⟨X̂†(t)X̂(t)⟩dt = 1

2π

∫∞
−∞ SXmXm (ω) dω

2π [114]
7where we use the integral

∫∞
−∞|χm(ω)|2dω/(2π) = 1/2(γm + Γm)
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Chapter 1. Cavity Optomechanics

1.6 Optomechanical Read-out

In order to relate the mechanical motion to the detected field, we examine the mechanical
transduction onto the outgoing light field, building the foundation of the mechanical
displacement measurements using optical cavities.

1.6.1 Cavity Outcoupling

We recall the input-output relation between the intra- and extracavity fields as

âout = âin +
√
κĉ, (1.62)

where we consider the outgoing field leaking out through the incoupling port, which
corresponds to the reflection from the cavity. In general, the optical cavity losses, sum-
marized in κ, contain contributions from both cavity ports, as well as internal loss mech-
anisms due to scattering or absorption. Here, we assume that the total cavity losses κ are
entirely due to the two incoupling ports, i.e. κ = κ1 + κ2. Since we are dealing with an
asymmetric cavity driven through the low reflectivity port, our main interest lies in the
reflection amplitude R and we define the cavity incoupling efficiency as ηc = κ1/κ. The
amplitude reflectivity of the incoupling cavity mirror is then given by the ratio

R(∆) =
⟨âout⟩
⟨âin⟩

=
(κ2 −κ1)/2− i∆

κ/2− i∆
=
κ/2(1− 2ηc)− i∆

κ/2− i∆
. (1.63)

The amount of back-reflected power depends on both the detuning ∆ and the incoupling
coefficient ηc. On resonance (∆ = 0), the reflection amplitude becomesR(∆ = 0) = 1−2ηc.
The cavity coupling can be categorized into three distinct regimes: the undercoupled
regime where ηc < 0.5, resulting in most of the light being lost through ports other than
the incoupling one; the critically coupled regime where ηc = 0.5, resulting in no light
being reflected on resonance; and the overcoupled regime where ηc > 0.5, which is the
most desirable scenario for our experiments, as most of the light is back-reflected from
the incoupling port. In fact, for maximal incoupling (ηc = 1), the back-reflected light is
exactly the ingoing light field with a π phase shift. For finite detunings (∆ , 0), the phase
shift of the back-reflected light results in

φc = arg[R(∆)] = arctan
[

ηcκ∆

(κ/2)2(1− 2ηc) +∆2

]
, (1.64)

which is at the origin of the rotation between the amplitude and phase light quadratures.
Figure 1.3 illustrates the dependence of both the transmitted and the back-reflected pow-
ers on the detuning for various incoupling parameters, along with the phases φc.

Considering the finite cavity incoupling ηc, the effective ingoing field building up the
cavity field can be written as

âin =
√
ηcâ
′
in +

√
1− ηcν̂in (1.65)

where â′in represents the physical input field in front of the cavity, and ν̂in the vacuum
noise field that couples in through the loss port. In the following, to simply the notation,
we are going to omit the vacuum noise contribution ν̂in. Analogous to the input-output
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Figure 1.3: Power ratio of the transmitted and back-reflected light as a
function of detuning from a cavity with linewidth κ for (a) different cavity

incoupling parameters ηc and (b) the corresponding phases.

relation, recalled in Eq. (1.62), we can write the expression the for physical output field

â′out = â′in +
√
ηcκĉ, (1.66)

in terms of the cavity field

ĉ(ω) = −χc(ω)
[√

ηcκâ
′
in(ω) + i

√
2gX̂m(ω)

]
. (1.67)

Furthermore, we note that the definition of the optomechanical coupling strength also
includes the cavity incoupling efficiency g = g0|

√
κχc(0)αin| = g0

√
ηc|χc(0)α′in|. For the

ease of notation, in the remainder of this chapter we will use â′out → âout and â′in → âin
and α′in→ αin.

1.6.2 Outgoing Light Quadratures

Figure 1.4: Transduction of the mechanical displacement onto the outgo-
ing light field, depending on the detuning (red/blue) or resonant cavity

drive.

The signal of the mechanical motion is imprinted as a modulation on the phase, and
for a non-resonant cavity also the amplitude quadrature of the light leaking out of the
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Chapter 1. Cavity Optomechanics

cavity, as illustrated in Fig. 1.4. From the input-output relations, together with the ex-
pression of the cavity field operator as stated Eq. (1.32) the outgoing field in frequency
domain reads

âout(ω) = âin(ω) +
√
ηcκĉ(ω)

= âin(ω)
[
1− ηcκχc(ω)

]
− i

√
2ηcκgχc(ω)X̂m(ω), (1.68)

and allows to define the outgoing light quadratures

X̂out(ω) =
1√
2

[
â†out(−ω) + âout(ω)

]
, (1.69)

P̂out(ω) =
i√
2

[
â†out(−ω)− âout(ω)

]
. (1.70)

In terms of the mechanical displacement X̂m, these are given by

X̂out(ω) =
[
1− ηcκC+(ω)

]
X̂in(ω) + ηcκC−(ω)P̂in(ω) + 2

√
ηcκC−(ω)gX̂m(ω), (1.71)

P̂out(ω) = −ηcκC−(ω)X̂in(ω) +
[
1− ηcκC+(ω)

]
P̂in(ω)− 2

√
ηcκC+(ω)gX̂m(ω). (1.72)

Inserting the expression for the mechanical quadrature [cf. Eq. (1.37)], we obtain the out-
going light quadratures in terms of the ingoing fluctuations, written in matrix notation
as

(
X̂out
P̂out

)
=

(
1− ηcκC+ ηcκC−
−ηcκC− 1− ηcκC+

)(
X̂in
P̂in

)
(1.73)

+χm(ω)ηcΓmeasκ
2
(
C−C+ −C2−
−C2

+ C−C+

)(
X̂in
P̂in

)
+χm(ω)

√
2ηcΓmeasκξ̂th(ω)

(
C−
−C+

)
.

Here we have taken into account the losses due to imperfect cavity incoupling ηc < 1, but
neglected the additional vacuum noise terms that couple through the loss ports8.

If we consider the outgoing light phase-quadrature of a resonantly driven cavity, we
obtain the simplified expression

P̂out(ω) = −ηcg0αinζc(ω)X̂m(ω), (1.74)

where ζc(ω) describes the cavity transduction factor and is given by

ζc(ω) = κ
[
χc(0)χc(ω) +χ∗c(0)χ∗c(−ω)

]
. (1.75)

For a cavity driven close resonance, and operating in the unresolved sideband regime
Ωm ≪ κ, where the delay induced by cavity remains small, we can approximate the
cavity susceptibility as χc(ω) ≈ 2/κ. Assuming a perfect incoupling ηc ≈ 1, and a weak
optomechanical coupling g ≪ κ, the relationship between the incoming light quadrature

8In case of significant backaction compared to thermal noise Γmeas ≫ γm, we expect the appearance
of mechanically mediated correlations between the two quadratures of the ingoing light noise, which is
referred to as ponderomotive squeezing. The effect will be enhanced close to the mechanical resonance due
to the scaling with the mechanical susceptibility.
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1.7. Homodyne Detection

and the cavity quadratures simplifies to

X̂c(ω) = − 2√
κ
X̂in(ω),

P̂c(ω) = − 2√
κ
P̂in(ω) +

4g√
κ
X̂m(ω), (1.76)

where the cavity fields adiabatically follow the ingoing light fields. Thus we obtain the
compact form of the outgoing light quadratures

X̂out(ω) = −X̂in(ω),

P̂out(ω) = −P̂in(ω) + 2
√
ΓmeasX̂m(ω), (1.77)

where the phase quadrature contains, additionally to the incoming light noise, the me-
chanical displacement transduced with the measurement rate 2

√
Γmeas.

1.7 Homodyne Detection

In order to extract the mechanical signal imprinted onto the light field, we want to have
access to both the amplitude and phase quadrature of the outgoing light field. Whereas
the amplitude quadrature can be accessed in a direct detection scheme, the approach to
acquire the phase quadrature of the optical light uses an interferometric overlap with a
phase-referencing beam, such as homodyne or heterodyne detection [114]. In the homo-
dyne detection scheme one employs a reference beam at the same frequency as the probe
beam, providing access to the symmetrized power spectral densities in the probe signal.
The heterodyne detection requires a frequency-shifted reference, and provides access to
both positive and negative frequency parts of the detected power spectral density. For a
description of heterodyne detection we refer to App. A.

In this section we consider a balanced homodyne detection scheme, that can be im-
plemented using an optical setup as sketched in Fig. 1.5. The light mode to be measured
â is mixed with a strong local oscillator âLO in a Mach-Zehnder interferometer [114].
Starting with a single light mode âin entering on one port of a beamsplitter with ampli-
tude transmission coefficient ϵ, the fields leaving the transmission and reflection output
ports are given by

â = ϵâin +
√

1− ϵ2ν̂,

âLO =
√

1− ϵ2âin − ϵν̂, (1.78)

where the open input port of the beamsplitter is filled with vacuum noise ν̂. However,
since we mostly consider coherent ingoing fields, we can neglect the mixing with vacuum
fields due to empty ports. After their independent propagation in the respective inter-
ferometer arms, where the probe beam had a chance to interact with the experiment,
the probe beam â and the strong reference beam âLO, denoted the local oscillator, are
reunited on a balanced (50/50) beamsplitter cube. The fields at the output ports of the
beamsplitter are given by

d̂± =
1√
2

(âLOeiθ ± â). (1.79)
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Chapter 1. Cavity Optomechanics

Figure 1.5: Sketch of the Mach-Zehnder interferometer used for a bal-
anced homodyne detection of the light’s phase quadrature after the inter-

action with a system S.

Using absorbing photodetectors, only the intensity of the light and hence the photon
number can be measured. The photocurrent at the detectors, denoted with D±, reads

D̂± = d†±d± =
1
2

(â†â+ â†LOâLO ± eiθ â†âLO ± e−iθ â†LOâ). (1.80)

The signal provided by the balanced detector corresponds to the subtracted photocurrent
between the two photodiodes following

D̂ = d†+d+ − d†−d−
= eiθ â†âLO + e−iθ â†LOâ

≈ αLO(eiθ â† + e−iθ â)

≈
√

2αLO

[
X̂a cos(θ) + P̂a sin(θ)

]
, (1.81)

where αLO = ⟨âLO⟩ is the average displacement of the local oscillator. Here we assumed
that the local oscillator has a constant phase and a large amplitude |αLO| ≫ |α|, such
that we can directly relate the amplitude Xa and phase quadrature Pa of the light mode
â to the detected homodyne photocurrent. The choice of the homodyne phase θ of the
local oscillator determines which quadrature of â will be measured. The ideal setting for
optimizing the phase quadrature acquisition requires a homodyne phase of θ = π

2
9.

Furthermore, if the amplitude of the local oscillator is substantially larger than the

9In general we can detect a linear combination of the outgoing amplitude and phase quadrature, such that
X̂θ = cosθX̂a(ω)+sinθP̂a(ω) = cosθX̂out(ω)+sinθP̂out(ω) with the experimentally detected light quadratures
X̂out and P̂out, resulting in the corresponding power spectral density

SXθXθ
(ω) =

1
2

+ 2γmΓmeasκ
2C+(ω)2|χm(ω)|2

(
n̄th +

1
2

+
κ2Γmeas

2γm
C+(ω)2

)
sin2θ

− Γmeasκ
2C+(ω)2χm(ω)

(
κ2C+(ω)2

[
1−κC∗+(−ω)

]

+χ∗m(−ω)κ2C∗+(−ω)2
[
1−κC+(ω)

])
sin2θ. (1.82)

The first term describes the optical field shot noise, the second term represents the backaction heating, and
the third term is generated by correlations and can be negative. The presence of strong correlations in the

24



1.8. Optomechanical Response

one of the probing field (|αLO| ≫ |α|), the response of the photocurrent amplitude to
a known variation in the homodyne phase can be used directly to calibrate the cavity
phase fluctuations [cf. Sec. 4.5.2].

In order to get a quantitative relation between the quadratures of the mechanical
oscillator on the homodyne measurement signal, we need to examine the optomechanical
transduction onto the light field, which is contained in the output field of the cavity as
stated in Eq. (1.73).

The detector signal can be split into a static part D0 and a fluctuation part δD̂(ω)
containing the modulation imprinted by the mechanical oscillator, such that D̂(ω) =
D̂0
√

2πδ(ω)+δD̂(ω). For the optimal optomechanical measurement configuration, where
the probing beam is close to cavity resonance ∆ ≈ 0, the detection signal solely contains
the cavity phase quadrature Pout as given by

D̂ =
√

2ηdetαLO

[
− cosθX̂in + sinθ

(
− P̂in +

√
ΓmeasX̂m

)]
. (1.83)

This results in the term encompassing the mechanical modulation

δD̂(ω) =
√

2ηdetΓmeasαLOX̂m(ω)sinθ, (1.84)

providing direct access to the mechanical displacement X̂m, given that the measurement
rate Γmeas is known through an independent calibration.

When using an off-resonant probe beam ∆ , 0, the acquired light quadrature P̂out
contains contributions from both the amplitude and phase quadrature of the cavity field
[cf. Eq. (1.73)]. The detected modulation term, proportional to the mechanical oscillator
displacement, is then given by

δD̂(ω) =
√

2ηdetΓmeasαLOκ
[
cosθC−(ω)− sinθC+(ω)

]
X̂m(ω), (1.85)

where the read-out mechanical displacement scales with the prefactors C+(ω) and C−(ω)
that vary with the detuning.

1.8 Optomechanical Response

In general, it is valuable to be aware how the mechanical oscillator responds to specific
modulations of the light field. Understanding the optomechanical response to external
modulations not only enables us to calibrate the optomechanical coupling strength, but
it also provides insights into the system’s behaviour during coupling experiments.

To start with, we consider the transduction of a classical ingoing modulation onto the
detected homodyne signal as defined in the previous section. For a general modulation
q(t) = αLβ0 cos(ω0t) on the ingoing field âin with photon flux |αL|2, modulation depth
β0, and modulation frequency ω0, the detector signal containing the modulation can be
expressed as

δD(ω) =
√

2πβ0|αL|2ζ(ω)
[
δ(ω −ω0) + δ(ω+ω0)

]
, (1.86)

where ζ(ω) is the modulation transduction function that includes the frequency response
of the optomechanical system. We can again separate the outgoing light quadratures

outgoing field quadratures, resulting in SXθXθ
(ω) < 1/2, represents a signature of the backaction dominated

regime.
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Chapter 1. Cavity Optomechanics

into the frequency-independent terms included in D0, and the modulated terms in δD.
The latter can be accessed via demodulation of the detector signal at the modulation
frequency using a lock-in amplifier.

First, we consider a coherent light field with an average amplitude αL, with light
quadratures given by (

Xin
Pin

)
=
√

2αL

(
1
0

)
. (1.87)

Inserting these ingoing fields into the expressions for the outgoing light quadratures,
as stated in Eqs. (1.73), only considering the terms that are linear in the coherent field
amplitude αL, we obtain the modulation transfer function for a coherent input field,
omitting the frequency dependence of C+ and C− for readability

ζcoh(ω) = cosθ
[
ηcκ

2C−C+Γmeasχm(ω)
]
− sinθ

[
ηcκ

2C2
+Γmeasχm(ω)

]
, (1.88)

which on resonance simplifies to

ζcoh(ω) = −sinθ
[ ηcκ

2

(κ/2− iω)2 Γmeasχm(ω)
]
. (1.89)

For an input amplitude modulation with frequency ω0 and modulation depth β0, the
ingoing field can be written as

(
Xin
Pin

)
=
√

2αL

(
1 + β0 cos(ω0t)

0

)
. (1.90)

Taking into account the imperfect coupling of the local oscillator, reflected from the cav-
ity with the amplitude R defined in Eq. (1.63), we find the modulation transduction
function

ζampl(ω) =cosθ
[
R+ 1− ηcκC+ + ηcκ

2C−C+Γmeasχm(ω)
]

+ sinθ
[
ηcκC− − ηcκ

2C2
+Γmeasχm(ω)

]
, (1.91)

which on resonance simplifies to

ζampl(ω) = cosθ
[
2(1− ηc)− ηcκ

κ/2− iω

]
− sinθ

[
ηcκ

2

(κ/2− iω)2 Γmeasχm(ω)
]
. (1.92)

The response contains a linear combination of the in-phase response term ∝ cosθ that
includes the interference of the input modulation present on the local oscillator, and
the out-of-phase contribution ∝ sinθ that solely encompasses the mechanical response.
The second term contains the measurement rate Γmeas and the mechanical susceptibility
χm(ω) and can be used for calibration measurement [see Sec. 4.4.3]. Similarly, for a phase
modulation on the ingoing light field, the ingoing light field quadratures read

(
X̂in
P̂in

)
=
√

2αL

(
1

β0 cos(ω0t)

)
, (1.93)
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which results in the transduction function for a phase modulated ingoing beam

ζphase(ω) =cosθ
[
ηcκC− − ηcκ

2C2−Γmeasχm(ω)
]

+ sinθ
[
1− ηcκC+ + ηcκ

2C−C+Γmeasχm(ω)
]
, (1.94)

and on resonance simplifies to

ζphase(ω) = sinθ
(
1− ηcκ

κ/2− iω

)
. (1.95)

Since this expression is independent of the mechanical oscillator, in the resonant case
we do not expect a mechanical response to an ingoing phase modulation. In Ch. 3 we
develop on how this will change in the case of our coherent feedback scheme.

1.9 Detection Limit

Probing the mechanical motion with light not only leads to the modification of the out-
going light beam, that carries the signal of the mechanical displacement, but also induces
backaction from the light on the mechanical motion. Due to this backaction, enhancing
the intensity of the probe beam, which would typically be the strategy to reduce im-
precision caused by shot noise in detection, does not allow for arbitrary improvement
in detection accuracy. The interplay between measurement backaction and shot-noise
imprecision gives rise to a limit in the uncertainty of the detection.

Assuming that we can neglect correlations between the ingoing light noise and the
mechanical position quadrature, we can use Eq. (1.77) such that on resonance the phase-
noise power spectral density of the outgoing light field reads

S̄out
P P (ω) = S̄ in

P P (ω) + 4Γeff(ω)S̄XmXm
(ω)

=
1
2

+ 8γmΓeff(ω)|χm(ω)|2
(
n̄th +

1
2

+
Γeff(ω)
γm

)
. (1.96)

The first term describes the white noise due to photon shot-noise S̄ in
P P (ω) = 1/2, while the

second term represents the transduced mechanical displacement that is read out at a rate
of Γeff(ω). Alternatively, we can express the outgoing phase quadrature as

S̄out
P P (ω) = 4Γeff(ω)

[
S̄imp(ω) + S̄XmXm

(ω)
]
, (1.97)

given by the sum of the actual mechanical displacement and the associated equivalent
mechanical motion corresponding to the shot-noise signal, referred to as imprecision
noise S̄imp(ω) = S̄ in

P P (ω)/4Γeff(ω). The inferred mechanical excursion on resonance, con-
sidering the contributions of the imprecision noise, light-induced backaction and ther-
mal bath, is given by

S̄tot
XmXm

(ω) = S̄imp(ω) + S̄XmXm
(ω)

= 2γm|χm(ω)|2(n̄th +
1
2

) +
1

4Γeff(ω)
S̄ in
P P (ω) + 4Γeff(ω)|χm(ω)|2S̄ in

XX(ω). (1.98)

The optical backaction force, which describes the heating due to the radiation pressure
shot-noise, scales with the measurement rate following S̄qba = 4ΓeffS̄

in
XX . Thus we can de-

rive the lower bound for the product of the imprecision and the backaction contributions
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[114]

S̄qba(ω)S̄imp(ω) = S̄ in
XX(ω)S̄ in

P P (ω) ≥
(

1
2

)2

. (1.99)

The backaction noise introduces additional displacement fluctuations which blur the os-
cillator’s displacement as seen by the detection and contribute to the overall uncertainty.
The optimal measurement conditions minimizing the added fluctuations establish the
standard quantum limit (SQL) for displacement and force measurement [47]. The SQL
is expressed as the product between the amplitude and phase quadrature and represents
the lower limit that is reached when the ingoing light fields are shot-noise limited. Fi-
nally the total acquired noise power spectral density is given by the sum of the intrinsic
thermal fluctuations and the added heating term due to the detection process, which for
quantum-limited input fields results in

S̄det(ω) =
1

4Γeff(ω)
+ 4Γeff(ω)|χm(ω)|2. (1.100)

This additional noise term contributes to the detection noise floor and can be minimized
for the interaction strength that exactly balances measurement imprecision and backac-
tion noises, given by Γoptimal = 1/(2|χm(ω)|). This setting realizes the optomechanical SQL
with the optimal measurement precision lower bound given by S̄det(ω) = |χm(ω)|. Reach-
ing the SQL implies that the zero-point fluctuations of the mechanical oscillator can be
resolved in the measurement time Γ −1

eff [44]. The measurement rate can be adjusted to the
optimal value through the incident probe power.

Furthermore, the detection limit can still be circumvented by more elaborated exper-
imental schemes. For instance, non-continuous measurements of the output field, such
as stroboscopic measurements [44, 120], implementing quantum non-demolition (QND)
measurements and other backaction evasion schemes [121, 83], as well as coherent can-
cellation techniques [26, 122, 123], or the usage of non-classical input states [124, 103,
125] can be employed.

Measurement sensitivity Based on the preceding discussion, we observe that the de-
tection sensitivity is constrained by S̄det, representing the trade-off between the impreci-
sion and the backaction contribution. So far this indicates the precision with which we
can detect the thermal motion created by the thermal noise ξ̂th. However, in experiments,
our interest may extend to detecting external forces beyond the stochastic thermal force.
In that case we may aim to distinguish the mechanical displacement caused by these
external forces from the thermal motion of the mechanical oscillator, and the thermally
driven motion has to be considered as an additional noise source contributing to the final
noise floor [114]. The expression for the detected mechanical displacement is given by

S̄det
XmXm

(ω) = S̄th
XmXm

(ω) + S̄det(ω), (1.101)

where S̄th
XmXm

(ω) = 2|χm(ω)|2S̄th(ω) is the mechanical displacement without the presence
of optical light.

For a high-quality harmonic oscillator, the fluctuation-dissipation theorem allows us
to establish the conversion from the displacement power spectral density to the force
power spectral density. The power spectral density of the force sensitivity is then given
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by [126]

S̄th
FF =

ℏmΩm

|χm(ω)|2 S̄
th
XmXm

(ω) = ℏmΩm2S̄th(ω) = 2mγmkBT , (1.102)

where we used the relation kBT = ℏΩmn̄m. It is worth noting that the thermomechani-
cal noise can be minimized by reducing both the mechanical damping rate γm and the
effective mass m of the mechanical oscillator. These are important design criteria for the
mechanical oscillators described in Ch. 3.

1.10 Conclusion

In this chapter, we introduced the basic theoretical concepts related to optomechanical
systems, specifically the interaction between a mechanical oscillator and an optical cav-
ity field. For a resonant cavity drive, the mechanical motion is imprinted entirely on
the phase quadrature of the outgoing light field and can be detected with a homodyne
scheme, whereas the mechanical oscillator solely responds to modulations in the ampli-
tude quadrature.

In case of finite detuning, there is a dynamical backaction effect of the light field on
the mechanical oscillator that modifies its resonance frequency and damping rate. A red-
detuned beam leads to a broadening of the mechanical linewidth and, consequently, to
cooling.

Furthermore, we considered the detection limit encountered in such an optomechan-
ical system, which can be reached for a probe beam power that exactly balances the
imprecision of the cavity phase measurement and the measurement backaction gener-
ated by the probing light. Additionally, the sensitivity of the detection of the mechanical
motion depends on both the mass and the damping rate of the employed mechanical
oscillator and plays an essential role in the design considerations described in Ch. 3.

Having covered the basic optomechanical concepts, we are now well-prepared to con-
sider such a system in a more involved optical scheme, namely embedded in a coherent
feedback loop as described in Ch. 2.
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Chapter 2

Optical Coherent Feedback

With our current understanding of quantum physics, it appears that we can enhance the
performance of quantum feedback control by avoiding measurements. However, it is
not immediately evident which applications profit from a feedback scheme that avoids
measurement and classical processing, a scheme denoted coherent feedback, and which
ones have an analogous measurement-based alternative [5, 21].

To develop our understanding of the potential advantages of coherent feedback, we
present and analyze in this chapter an all optical coherent feedback loop on an optome-
chanical setup as a prototype. We derive the equations governing the dynamics of such
a feedback platform that is implemented by a light field, collected after a first interac-
tion with a mechanical oscillator inside an optical cavity and redirected to the cavity for
a second interaction. As an application of this scheme, we focus on the specific task of
cooling the mechanical oscillator and show that coherent feedback enables ground-state
cooling, thus outperforming dynamical backaction cooling in the unresolved sideband
regime. Moreover, we compare the performance of this scheme to that of measurement-
based feedback techniques and find that their lower bounds for cooling are analogous
and solely determined by their efficiency. Furthermore, we demonstrate that the coher-
ent feedback scheme enables the reduction of quantum noise by backaction cancellation
and the generation of non-classical states.

Parts of this chapter have been published in [113].

2.1 Introduction

Cold mechanical oscillators are a promising starting point for various experiments in
quantum sensing, tests of fundamental quantum mechanics and quantum technology
application like quantum transducers [79]. These mechanical oscillators possess out-
standing features, such as convenient and versatile coupling mechanisms through strain,
electro- and optomechanical forces, ultrahigh quality factors, and masses that can both
be small enough for force sensitivity and large enough for testing fundamental physics
like quantum gravity and macroscopic superpositions [45].

In this chapter, we will explore how coherent feedback can aid in preparing mechan-
ical oscillators in interesting quantum states. Specifically, we will analyse the scenario
for an optomechanical cavity where the cavity decay rate κ is larger than the mechan-
ical frequency Ωm, known as the unresolved sideband regime. This regime allows the
mechanical oscillator to exchange information rapidly with external fields and thus with
other systems, which is crucial for hybrid coupling experiments [102, 127, 34].

In fact, for optomechanical systems in the unresolved sideband regime, the cavity
cannot spectrally distinguish between the processes that entail an emission or an ab-
sorption of a mechanical excitation. Thus, the broad cavity frequency response makes it
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challenging to resonantly enhance exclusively either one or the other transition. How-
ever, this selectivity is required for many interesting tasks, like ground-state cooling,
optomechanical state-swaps (via the beamsplitter interaction) and entangling tasks (via
parametric amplification interaction).

One solution for the sideband selectivity issue relies on using coherent feedback by
means of an additional passive optical element, like a cavity or a mirror, in combination
with a time delay, which modifies the resulting optical force on the mechanical oscillator
[110, 112, 42].

This feedback can be generated by collecting the outgoing mode of the optomechan-
ical cavity and passing it through an auxiliary cavity or reflecting it off a mirror with
a certain delay line before redirecting it for a second interaction to the same optome-
chanical cavity as sketched in Fig. 2.1 (b). The broad cavity containing the mechanical
oscillator can then be adiabatically eliminated, and the mechanical mode is effectively
coupled to the auxiliary cavity, resulting in a modified optical decay rate. By using a
narrow auxiliary cavity (κaux ≪ Ωm), the mechanical oscillator is effectively coupled to
a cavity in the resolved sideband regime. However, this comes at the cost of a reduc-
tion of the optomechanical coupling strength g, which requires a reoptimization of the
parameters for maximal quantum cooperativity [42]. As such, feedback with passive el-
ements based on interference loops is predicted to be helpful for concrete applications
like cooling, squeezing, entanglement and state transfer [112, 42].

In contrast to the previously mentioned optical feedback schemes, we have devel-
oped a scheme that generates feedback using one optomechanical cavity simultaneously
driven in two different cavity modes [24, 27], see Fig. 2.1 (a). The feedback results from
the optical force that already contains the mechanical signal from the first interaction
and acts directly on the mechanical oscillator during the second interaction, potentially
leading to interfering terms in the optomechanical interaction.

In the following chapter we introduce the concept of such a coherent feedback plat-
form. First, we derive the equations describing both the feedback schemes of a one and
a two-optical-mode feedback loop on a single system. We discuss the quantum control
gained by a loop that feeds back via an orthogonal cavity mode and the predicted limita-
tions for cooling, compare the limitations of our scheme to dynamical back-action cooling
and measurement-based cooling. Furthermore we consider the potential of the coherent
feedback loop for applications like backaction cancellation and mechanical squeezing,
also in the context of a hybrid system.

(a) (b)

Figure 2.1: Sketch of two coherent feedback realizations, where the feed-
back loop is implemented (a) in two orthogonal cavity modes ĉ1 and ĉ2

and (b) in one single cavity mode ĉ using an auxiliary optical element.
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2.2 Coherent Feedback

To derive the equations of motion of our coherent feedback scheme, we begin with one
mechanical mode b̂ that is coupled with strength gj to j cavity modes ĉj . The Hamiltonian
describing the entire system is given by the sum of the mechanical, the cavity and the
linearized optomechanical Hamiltonians as stated in Eqs. (1.4), (1.12) and (1.26),

Ĥ = ℏΩmb̂†b̂+
∑

j

ℏωcĉj ĉj − ℏgj(ĉ†j + ĉj )(b̂
† + b̂). (2.1)

To model the open dynamics of the optomechanical system we rely on the Langevin for-
malism [114]. The linearized Langevin equations for the cavity fields assuming a cavity
linewidth κj for the mode j in the rotating frame at the laser frequency, read

∂t ĉj(t) = −
[κj

2
− i∆

]
ĉj(t)− igj [b̂

†(t) + b̂(t)]−√
κj â

in
j (t), (2.2)

and for the mechanical oscillator

∂t b̂(t) = −
[γm

2
+ iΩm

]
b̂(t)− i

∑

j

gj [ĉj(t)
† + ĉj(t)]− i

√
2γmb̂in(t). (2.3)

The coupling to the thermal bath is expressed by the intrinsic mechanical damping rate
γm and the associated driving by the incoming fluctuations b̂in resulting in the thermal
noise term ξ̂th =

√
γm

i√
2

(b̂†in − b̂in) [cf. Eq. (1.6)].
Coherent feedback can now be implemented by using the light leaving the cavity

after a certain interaction and cascading it for a next interaction. This can be described
using the input-output relations

âout
j = âin

j +
√
κj ĉj (2.4)

âin
j =

√
ηje

iϕj âout
j−1(t − τj ) +

√
1− ηj ν̂j for j > 1 (2.5)

with ηj the optical efficiency taking into account the propagation losses, ν̂j the noise
coupling in through the loss-channel, τj the time delay, and ϕj the phase between the
two interactions j − 1 and j.

2.3 Coherent Feedback on a Single Cavity Mode

First we consider a coherent feedback scheme that relies on coupling one mechanical
mode to one single cavity mode, ĉ = ĉ1 = ĉ2 generated from a field âin travelling in a loop,
such that

âout
1 = âin +

√
κĉ,

âin
2 =
√
ηeiϕ âout

1 (t − τ) (2.6)
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The resulting Langevin equation for the cavity mode then turns out to be

∂t ĉ =
[
i∆− κ

2

]
ĉ(t)− ig[b̂†(t) + b̂(t)]−√ηκeiϕ ĉ(t − τ)

−√κâin(t)−√ηκeiϕ âin(t − τ). (2.7)

We can write the cavity field in the frequency domain as

ĉ(ω) = −χc(ω)
[(√

κ+
√
ηκei(ωτ+ϕ)

)
âin(ω) + i

√
2gX̂m(ω)

]
, (2.8)

with the modified cavity susceptibility

χc(ω) =
[κ

2
− iω − i∆+

√
ηκei(ωτ+ϕ)

]−1
. (2.9)

From the real and imaginary parts we can identify the effective cavity linewidth and
detuning

κeff = κ

(
1 + 2

√
ηcos(ωτ +ϕ)

)
,

∆eff = ∆−√ηκsin(ωτ +ϕ). (2.10)

Recalling that the cavity field is composed of the average displacement and the fluctua-
tion part α + ĉ, the average cavity field is modified by the feedback and becomes

α = −
√
κ(1 +

√
ηeiϕ)

κeff/2− i∆eff
αin, (2.11)

which leads to the modification of the optomechanical coupling strength g = |α|g0. In
general we note that the described feedback loop is very similar to the proposed scheme
in [42] and mostly affects the parameters of the cavity, and thus can be used to modify the
sideband resolution parameter Ωm/κ as well as the optomechanical coupling strength g.

The theoretical description as sketched above takes into account exactly two light-
system interactions during the coherent feedback loop. Therefore, from an experimental
perspective, combining two beams with identical polarization requires an advanced ex-
perimental setups to maintain the ability of a subsequent separation of the two beams
after a first interaction. Specifically, we must rely on an optical switch to connect ei-
ther the incoming light or light leaking out of the cavity after the first interaction and
redirect it to an input port. If one wants to ensure that both beams are simultaneously
in the cavity, the switching time must be shorter than the cavity lifetime, resulting in a
required switching time of 1/κ ≈ 3ns in our case. Instead, in the following, we will con-
sider a coherent feedback scheme that takes advantage of two orthogonal cavity modes,
conveniently implemented via two orthogonal light polarizations.

2.4 Coherent Feedback on Orthogonal Cavity Modes

2.4.1 Overview

The coherent feedback scheme that we describe in this section consists in an all-optical
feedback loop operating on two orthogonal cavity modes, as depicted in Fig. 2.2. Initially,
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Figure 2.2: Optical path sketch of our double pass feedback scheme. An
incoming light beam âin

1 drives a cavity field ĉ1 that interacts via the radi-
ation pressure force with a mechanical oscillator described by its quadra-
tures X̂m, P̂m. The remaining beam is combined with an auxiliary local
oscillator âaux, with a phase φ between âout

1 and âaux. thus generating a
loop phase ϕ. The combined field âin

2 furthermore experiences a delay τ ,
before passing through the orthogonal port of the polarizing beamsplitter
cube positioned in front of the cavity. This beam then drives the second
cavity mode ĉ2, which is orthogonal to ĉ1. The outgoing light after the sec-
ond interaction is discarded from the loop. The color coding of the light
beams is used for visual guidance, and dashed lines differentiate between

incoming and back-reflected beams.

an incoming light beam, denoted âin
1 (red), couples into an optomechanical cavity and

drives the cavity field ĉ1. The cavity field interacts with the mechanical oscillator through
the radiation pressure force. The signal of the mechanical oscillator, represented by its
displacement and momentum quadratures X̂m, P̂m is imprinted as a modulation on the
outgoing light field âout

1 . The back-reflected beam âout
1 is combined with an auxiliary local

oscillator field âaux (yellow), resulting in a displacement in the optical phase space about
the phase φ [see Fig. 2.6]. This combination effectively implements the loop phase,
denoted as ϕ. The combined field of the local oscillator and the back-reflected beam
(blue) propagates together, and is delayed by a time τ , before being used as an input âin

2
to drive a second cavity mode ĉ2. The back-reflected beam after the second interaction
exits the loop.

We note that the orthogonal polarization between the two cavity modes ensures that
there is no disturbance from optical interference, allowing both light fields to interact
peacefully with the mechanical oscillator. Furthermore, the second cavity field, already
containing the mechanical signal from the first interaction, enables self-interactions of
the mechanical oscillator that are controlled by the feedback parameters. The loop phase,
on the one hand, makes sure that the mechanical signal is rotated in the desired optical
quadrature to ensure the ideal optomechanical interaction. The delay τ between the
two interaction, on the other hand, enables us to select how the mechanical quadratures
of the oscillator are fed back to itself, thereby controlling the nature of the feedback
force, which may involve an optical spring (∝ X̂m), a modification of the mechanical
damping (∝ ±P̂m), or a combination of both. The information flow generated by the
coherent feedback loop is illustrated in the flow chart in Fig. 2.3.
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Figure 2.3: Flow chart of the coherent feedback scheme, relating the in-
going light field quadratures Xin and Pin to the outgoing quadratures Xout

2
and P out

2 , illustrating the case for coherent feedback on two orthogonal
modes with a resonant cavity, where the output of the cavity Xout

1 and P out
1

after interaction with the mechanical quadratures Xm and Pm are fed back
as an input to the cavity with a phase shift ϕ and a delay τ . The phase shift
ϕ determines into which cavity quadratures the feedback is directed. The
second cavity field (blue) populates an orthogonal cavity mode, and thus
solely interacts with the mechanical oscillator, and can be separated from
the first interaction at the output. The path of both the backaction noise,

and the shot noise is drawn.

2.4.2 Langevin Equations

In our coherent feedback scheme we consider a double pass interaction of the light with
an optomechanical cavity, coupling to two orthogonal polarization cavity modes. The
complete optomechanical system is then described by the mechanical oscillator, and two
cavity modes, where the second one depends on the first one via the cascade of interac-
tions and the coupling of the mechanical oscillator.

In this scenario, the incoming travelling light field âin
1 drives the cavity mode ĉ1 of

linewidth κ. The linearised Langevin equation for the first cavity field reads

∂t ĉ1(t) =
[
i∆− κ

2

]
ĉ1(t)− ig1[b̂†(t) + b̂(t)]−√κâin

1 (t), (2.12)

with the optomechanical coupling strength of the first cavity mode g1.
The mode leaking out of the cavity after the first interaction is given by the input-

output relation [cf. Sec. 1.3]

âout
1 = âin

1 +
√
κĉ1. (2.13)

This outgoing field is transformed into the ingoing optical drive for the feedback mode
after a delay τ , a phase shift ϕ, and the combination with an auxiliary local oscillator,
such that

âin
2 (t) =

√
ηeiϕ âout

1 (t − τ) +
√

1− ηâaux(t)

=
√
ηeiϕ

[
âin

1 (t − τ) +
√
κĉ1(t − τ)

]
+
√

(1− η)âaux(t). (2.14)

The loop efficiency η takes into account the unavoidable losses due to the beamsplitter
required to combine the two fields âout

1 and âaux, and furthermore also encompasses all
additional optical losses, which are discussed in greater detail in Sec. 2.4.3. The Langevin
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equation for the second cavity field then turns out to be

∂t ĉ2(t) =
[
i∆− κ

2

]
ĉ2(t)− ig2[b̂†(t) + b̂(t)]−√κâin

2 (t)

=
[
i∆− κ

2

]
ĉ2(t)− ig2[b̂†(t) + b̂(t)]−

√
(1− η)κâaux(t)

−√ηκeiϕ ĉ1(t − τ)−√ηκeiϕ âin
1 (t − τ), (2.15)

where we assumed for both cavity modes κ = κ1 = κ2. The expression for the cavity
fields are split into a fluctuation and an average displacement part ĉj → ĉj + αj . For
the steady state, neglecting the optomechanical interaction, we obtain the average cavity
field displacements

α1 = −
√
κ

κ/2− i∆
αin

1 ,

α2 =
1

κ/2− i∆

[√
ηκ

(
κ/2 + i∆
κ/2− i∆

− (1− η)
)
αin

1 −
√

(1− η)κeiφαaux

]
, (2.16)

where we introduced the average ingoing light field of the probe beam ⟨âin
1 ⟩ = αin

1 and the
auxiliary beam ⟨âaux⟩ = αaux. As previously seen, the optomechanical coupling strengths
are enhanced by these average cavity field displacements following gj = |αj |g0. Further-
more, the loop phase is determined by the angle between the two average displacement
cavity fields ϕ = arg(α1/α2), which is controlled by the effective experimental phase
φ = arg(αaux/α

out
1 ), with αout

1 = ⟨âout
1 ⟩, through an interference lock.

The loop phase ϕ includes the phase shift due to the reflection of a detuned cavity
φc = arctan(2∆/κ) in between the two interactions1, and is plotted in Fig. 2.4 (a). We
observe that even without adding an auxiliary local oscillator and with a resonant cavity
drive, our definition of the loop phase results in ϕ = π. To convert from the experimen-
tally set phase φ, between the outgoing light field and the auxiliary local oscillator to the
loop phase, we thus have to manually take into account the phase shift φc induced by the
cavity-detuning.

We furthermore note that, besides the obvious feedback parameters ϕ and τ , the co-
herent amplitude of the auxiliary local oscillator beam αaux also plays a role in achieving
the correct phase and can be seen as an additional control knob. In fact, the experi-
mental phase φ between âout

1 and âaux depends on the power ratio Paux/Pin, defined as
Pin = ℏωL|αin

1 |2 and Paux = ℏωL|αaux|2 respectively. The resulting phase relation between
φ and the loop phase ϕ, is illustrated in Fig. 2.4 (b) for different power ratios. For a
large auxiliary power, and a resonant cavity drive the phase relationship simplifies to
ϕ ≈ π −φ.

The position and momentum quadratures of the mechanical oscillator, X̂m(t) and
P̂m(t), are coupled to these light modes via the radiation pressure force, such that their
quantum Langevin equations read

∂tX̂m(t) = ΩmP̂m(t),

∂t P̂m(t) = −ΩmX̂m(t)−γmP̂m(t)− 2
2∑

j=1

gjX̂j(t) +
√

2 ξ̂th(t).
(2.17)

1whereas any potential phase shifts between the ingoing beam and the first cavity mode are not included
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Figure 2.4: (a): Contribution of a finite detuning of the optical cavity to
the loop phase ϕ. (b): Relation between the loop phase ϕ between the two
intracavity average displacement fields α1 and α2, and the experimental
phase φ between αaux and αout

1 , plotted for different power ratios, at reso-
nance.

where the amplitude and phase quadratures of the intracavity light field X̂j and P̂j are
defined in Eq. (1.27). The incoming thermal noise ξ̂th and the decay term proportional
to γm are added entirely to the momentum quadrature.

Frequency space To solve the equations for the mechanical oscillator, we can transform
the cavity fields into the frequency domain using the Fourier transform as defined in Eq.
(1.9) such that the mechanical oscillator quadratures in the frequency space yield

−iωX̂m(ω) = ΩmP̂m(ω),

−iωP̂m(ω) = −ΩmX̂m(ω)−γmP̂m(ω)− 2
∑

gjX̂j(ω) +
√

2ξ̂th(ω), (2.18)

where we can relate the momentum and the position operators

P̂m(ω) = − iω
Ωm

X̂m(ω). (2.19)

The cavity annihilation operators are then

ĉ1(ω) = −χc(ω)
(√

κâin
1 (ω) + i

√
2g1Xm(ω)

)
,

ĉ2(ω) = −χc(ω)
(√

ηκeiϕeiωτ
[√

κĉ1(ω) + âin
1 (ω)

]
+
√

(1− η)κâaux(ω) + i
√

2g2X̂m(ω)
)

= −χc(ω)
(√

ηκeiϕeiωτ âin
1 (ω)

(
1−κχc(ω)

)
+
√

(1− η)κâaux(ω)

+ i
√

2X̂m(ω)
[
g2 −χc(ω)

√
ηκeiϕeiωτg1

])
. (2.20)

Using the optical quadrature operators fulfilling the commutation relations

[X̂i(ω), P̂j(ω
′)] = iδ(ω −ω′)δij , [X̂j , X̂j ] = [P̂i , P̂i] = 0, (2.21)
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the ensemble of linear equation governing the optical quadratures is then given by

−iωX̂1 = −κ
2
X̂1 −∆P̂1 −

√
κX̂in

1 ,

−iωP̂1 = ∆X̂1 − κ
2
P̂1 −
√
κP̂ in

1 − 2g1X̂m,

−iωX̂2 = −√ηκcos(ϕ)eiωτ (
√
κX̂1 + X̂in

1 ) +
√
ηκ sin(ϕ)eiωτ (

√
κP̂1 + P̂ in

1 )

− κ
2
X̂2 −∆P̂2 −

√
1− ηκX̂aux,

−iωP̂2 = −√ηκ sin(ϕ)eiωτ (
√
κX̂1 + X̂in

1 )−√ηκcos(ϕ)eiωτ (
√
κP̂1 + P̂ in

1 )

+∆X̂2 − κ
2
P̂2 −

√
1− ηκP̂aux − 2g2X̂m, (2.22)

where we have omitted the dependencies on ω of all operators for readability. These
equations illustrate how the mechanical signal is transduced into the optical quadratures
and provide useful insights. If we consider the resonant case (∆ = 0) for simplicity, we
note that the mechanical displacement is directly imprinted onto P̂1 and P̂2. Additionally,
there is a contribution from P̂1 to both X̂2 and P̂2, with a prefactor ∼ sin(ϕ)eiωτ and
∼ cos(ϕ)eiωτ , respectively. This hints already at the possibility of establishing mechanical
self-interactions.

Inserting the expressions for the cavity fields as stated in Eqs. (2.22) into the Langevin
equations for the mechanical oscillator, given in Eq. (2.18), we can eliminate the cavity
modes. Assuming a high quality oscillator (γm≪Ωm) and that δΩm≪Ωm, we obtain

−ω2X̂m(ω) = −
[
(Ω2

m + 2ΩmδΩm(ω)
]
X̂m(ω) + iω[Γm(ω) +γm]X̂m(ω)

+
√

2Ωmξ̂th +
√

2Ωmξ̂fb(ω), (2.23)

where the real prefactors of X̂m are grouped into the frequency shift δΩm and the imagi-
naries into the damping rate Γm. Similar to the optomechanical interaction derived in the
previous chapter, this leads to two distinct effects of the optical interaction on the motion
of the mechanical oscillator: First the optical field modifies the properties of the mechan-
ical oscillator, namely the resonance frequency δΩm through an optical spring effect as
well as the damping rate Γm through a viscous force. Secondly there is the corresponding
noise term ξ̂fb(ω), caused by the fluctuations of the incoming light field, denoted as the
backaction of the light. Explicitly the feedback noise term is given by

ξ̂fb(ω)/
√

2κ = X̂in
1 (ω)

g1C+(ω) +
√
ηg2eiωτ

[
cos(ϕ)

(
C+(ω)−κ

[
C+(ω)2 −C−(ω)2

])

− sin(ϕ)
(
C−(ω)− 2κC+(ω)C−(ω)

)]


+ P̂ in
1 (ω)

− g1C−(ω)−√ηeiωτg2

[
cos(ϕ)

(
C−(ω)− 2κC+(ω)C−(ω)

)

+ sin(ϕ)
(
C+(ω)−κ[C+(ω)2 −C−(ω)2]

)]


+
√

1− ηg2

(
C+(ω)X̂aux −C−(ω)P̂aux

)
, (2.24)
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with the factors C± as defined in Eq. (1.36). Without the coherent feedback (η = 0) this
expression reduces to the optical force term of the standard optomechanical interaction
ξ̂L as given in Eq. (1.39). In terms of the driving noise terms ξ̂th(ω), ξ̂fb(ω) the mechanical
displacement can now be expressed as

X̂m(ω) =
√

2χm,eff(ω)
[
ξ̂th(ω) + ξ̂fb(ω)

]
(2.25)

with the modified susceptibility

χm,eff(ω) =
Ωm

ω2 +Ωm(Ωm + 2δΩm)− iω(Γm +γm)
. (2.26)

The optical feedback ξ̂fb leads thus to a shift of the mechanical resonance frequency

δΩm(ω) = Re


2∆(g2

1 + g2
2 )

∆2 + (κ/2− iω)2

− 2eiωτg1g2
√
ηκ

2∆(κ/2− iω)cos(ϕ)− [∆2 − (κ/2− iω)2]sin(ϕ)
[
∆2 + (κ/2− iω)2

]2

, (2.27)

and the additional damping rate

Γm(ω) =
Ωm

ω
Im

−
4∆(g2

1 + g2
2 )

∆2 + (κ/2− iω)2

+ 4eiωτg1g2
√
ηκ

2∆(κ/2− iω)cos(ϕ)− [∆2 − (κ/2− iω)2]sin(ϕ)
[
∆2 + (κ/2− iω)2

]2

. (2.28)
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Figure 2.5: (a): Expected damping rate Γm and (b) frequency shift δΩm
resulting from the coherent feedback loop for a resonant cavity drive ∆ = 0,
scanning the feedback parameters ϕ and τ , for the standard experimental

settings2.

Considering a high quality mechanical oscillator we can replace
δΩm(ω)→ δΩm = δΩm(Ωm) and Γm(ω)→ Γm = Γm(Ωm) . If additionally we are in the
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unresolved sideband regime Ωm≪ κ, then Eqs. (2.27) and (2.28) simplify to

δΩm =
2∆(g2

1 + g2
2 )

∆2 + (κ/2)2 − 2cos(Ωmτ)g1g2
√
ηκ

∆κcos(ϕ)−
[
∆2 − (κ/2)2

]
sin(ϕ)

[
∆2 + (κ/2)2

]2 ,

Γm = 4sin(Ωmτ)g1g2
√
ηκ

∆κcos(ϕ)−
[
∆2 − (κ/2)2

]
sin(ϕ)

[
∆2 + (κ/2)2

]2 . (2.29)

It is worth noting that the damping generated by the coherent feedback is independent
of the sideband resolution Ωm/κ to first order as is discussed in more detail in section
2.4.7.

On resonance |∆| ≪ κ, the equations for the light-induced frequency shift and broad-
ening reduce further to

δΩm = −8
√
η
g1g2

κ
sin(ϕ)cos(Ωmτ),

Γm = 16
√
η
g1g2

κ
sin(ϕ)sin(Ωmτ),

(2.30)

and are plotted in Fig. 2.5, illustrating that both the largest damping and frequency shift
occur for a loop phase ϕ = ±π/2. The type of modifications induced by the coherent
feedback, targeting either the frequency or the linewidth are determined by the delay τ .

Furthermore, these simplified expressions enable us to break down the coherent feed-
back scheme to understandable terms and develop an intuition for its working principles.
The occurrence of the maximal values for the simplified expression at ϕ = π/2 can be ex-
plained using the sketch in Fig. 2.6 (a). For the feedback to be effective, the membrane
signal imprinted onto the phase quadrature of the light during the first interaction must
be rotated to the amplitude quadrature, so that it has an impact on the membrane mo-
tion during the second interaction through radiation pressure. This rotation of the opti-
cal quadratures can be controlled by the feedback loop phase ϕ. Given τγm≪ 1, we can
ignore the effect of the thermal noise on the mechanical oscillator during the time τ . This
allows us to approximate the time evolution of the mechanical displacement operator by

X̂m(t − τ) ≃ cos(Ωmτ)X̂m(t)− sin(Ωmτ)P̂m(t). (2.31)

This illustrates, that the delay has then the ability to determine which mechanical quadra-
ture X̂m or P̂m (or a linear combination thereof) is fed back via the coherent loop, as il-
lustrated in Fig. 2.6 (b). The delay τ can be chosen to match the feedback signal with
the instantaneous membrane motion as illustrated in Fig. 2.7, and exert a force that is
proportional to either the membrane position, generating an optical spring effect, or the
momentum and thus the velocity of the mechanical motion, thereby generating a damp-
ing or a driving force depending on the sign.

In the case of a non-zero detuning ∆ , 0, the simple picture described above becomes
more involved. The detuning leads to a rotation of the cavity quadratures with respect
to the ingoing light quadratures, and consequently the mechanical signal is not solely

2For the entirety of the theory predictions, the standard experimental settings denote the ingoing powers
Pin = 400µW and Paux = 1200µW, the environment temperature T = 20K, and an overall loop efficiency
η = 0.22
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(a) (b)

Figure 2.6: Sketch of the working principle of the coherent feedback
scheme both of (a) the phase ϕ visualized in the phase-space of the am-
plitude and phase quadratures of the light outside the cavity and (b) the
delay τ in the mechanical phase space. (a): On resonance, the mechanical
displacement Xm(t) is imprinted onto the light phase quadrature through
the optomechanical interaction. Combining an auxiliary local oscillator
αaux and the outgoing light αout

1 with the appropriate phase φ, we can ad-
just the loop phase ϕ, such that the incident light field for the second inter-
action αin

2 contains the mechanical displacement in the amplitude quadra-
ture and thus couples to the mechanical motion via the interaction X̂mX̂c.
(b ): The mechanical quadratures are rotating with the frequency Ωm. De-
pending on the delay of the feedback τ we can feed back either ±Xm(t) or
±Pm(t) or in a linear combination and thus choose the type of force that the
feedback is exerting. In fact, feeding back a signal ∝ X(t) generates an op-
tical spring, whereas a signal ∝ ±P (t) results in a viscous or driving force.

imprinted onto the phase quadrature of the outgoing beam. The more complex trans-
duction of the mechanical signal onto the outgoing beam has to be considered in setting
the correct loop phase for a proper second-pass interaction.

Furthermore as already mentioned above, the loop phase ϕ contains a detuning-
dependent contribution, such that even without any auxiliary oscillator âaux = 0, the
loop phase results in the expression ϕ = π−2arctan(2∆/κ) that is entirely determined by
∆/κ. We note however, that if we insert this expression for ϕ in the absence of an auxil-
iary local oscillator into the expression for the feedback-induced damping Eq. (2.29) , the
damping results in Γm = 0 if we only consider the zeroth order in Ωm/κ. Hence, under
these conditions, we do not expect the feedback loop to provide any cooling advantage
with respect to the dynamical backaction, scaling in Ωm/κ.

Quantum Cooperativity We recall that for the standard optomechanical interaction,
the quantum cooperativity is defined as the ratio between quantum and thermal fluctu-
ations, given by Cqu = Γmeas/γm,th with Γmeas the measurement rate, and γm,th = γmn̄th
the thermal decoherence rate. For a resonant coupling the measurement rate is given by
Γmeas = 4g2/κ.

For the double pass interaction we find that the overall cooperativity results in

Cqu =
4g1g2

κγm,th
. (2.32)
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Figure 2.7: Sketch of the working principle of a mechanical oscillator

For the coherent feedback the cooperativity is proportional to the coupling constant g =√
g1g2, given by the product of the two interactions strengths g1 and g2 modified by the

coherent feedback loop. In analogy, we can define the measurement rate of the coherent
feedback loop as Γ12 = 4g2/κ =

√
Γ1Γ2 with Γ1 = 4g2

1 /κ and Γ2 = 4g2
2 /κ.

We also observe that different coupling strengths are necessary, depending on the
type of coupling regime we intend to establish. For example, strong coupling requires
the light-mediated coupling to exceed the local damping, which can be quantified by
the coupling rate greater than the average intrinsic damping rates γj,int, i.e. g > (γ1,int +
γ2,int)/2. For quantum coherent coupling, the light-mediated coupling must exceeded
the average total decoherence rate γj,tot, i.e. g > (γ1,tot +γ2,tot)/2 [27, 69].

2.4.3 Including Optical Losses

Figure 2.8: Optical path sketch of double pass feedback scheme including
optical losses along the propagation path of the light

Optical losses along the path, as illustrated in Fig. 2.8, effectively result in a rescaling
of the physical fields. For the first ingoing field, the imperfect cavity incoupling η1 entails
a rescaling of the physical mode â′ in1 (t), the vacuum noise ν̂1(t) due to the loss channel:

âin
1 (t) =

√
η1â
′ in
1 (t) +

√
1− η1ν̂1(t). (2.33)

The effective outgoing mode after the first interaction can now be written

â′out
1 (t) = â′ in1 (t) +

√
η1κĉ1(t). (2.34)

For the second ingoing mode we have to consider the unavoidable losses at the beam-
splitter that combines âout

1 and âaux, denoted ηaux, the losses that are common to the
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propagation of the combined beams,among others in the fiber, ητ and the coupling of the
second mode into the cavity η2. The second ingoing mode is then reexpressed as

âin
2 (t) =

√
η2ητηauxeiϕ â′out

1 (t − τ) +
√
η2ητ (1− ηaux)â′aux(t − τ) +

√
1− η2ητ ν̂2(t)

=
√
η2ητηauxeiϕ â′in1 (t − τ) +

√
η1η2ητηauxκeiϕ ĉ1(t − τ)

+
√
η2ητ (1− ηaux)â′aux(t − τ) +

√
1− η2ητ ν̂2(t), (2.35)

where ν̂2(t) encompasses the noise term due to losses during the second pass. The second
mode is effectively composed of a combination of the physical input field â′in1 (t), which
is a sum of differently scaled noise terms. For convenience, we can summarize the entire
loop losses in

η = η1η2ητηaux. (2.36)

This allows us to define an effective auxiliary mode

âaux(t) =

√
η2ητ (1− ηaux)

1− η â′aux(t − τ) +

√
1− η2ητ

1− η ν̂2(t)

+

√
(1− η1)η2ηaux

1− η eiϕ
[√

1− η1â
′in
1 (t − τ)−√η1ν̂1(t − τ)

]
,

(2.37)

which encodes a fraction of the time-delayed ingoing field. We note that a finite cavity
incoupling η1 , 1 implies âaux(t) , 0 even without adding any explicit auxiliary field
â′aux(t − τ) = 0.

The rescaling established for the auxiliary mode allows us to bring the expression for
the second ingoing mode into the compact form

âin
2 (t) =

√
ηeiϕ

[√
κĉ1(t − τ) + ain

1 (t − τ)
]
+
√

1− ηâaux(t), (2.38)

and the average displacement of the auxiliary modes becomes

αaux = (1− η1)
√

η2ητηaux

1− η α′in1 +

√
η2ητ (1− ηaux)

1− η α′aux. (2.39)

In the ideal scenario, where all potentially avoidable optical losses are zero (η1 = η2 =
ητ = 1), rescaling of the auxiliary field only causes a time translation of the quantum
field: âaux(t) = â′aux(t − τ). Consequently, for the average fields, we have αaux = α′aux, as
expected.

2.4.4 Power Spectral Densities

In the previous sections we have dealt with the dynamics of the cavity fields and the
mechanical quadratures. To obtain the steady-state phonon occupation number of the
mechanical mode, it is useful to calculate the power spectral densities, as described in
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Sec. 1.5. The power spectral density of the optical feedback term is defined by the rela-
tion

δ(ω+ω′)Sfb(ω) = ⟨ξ̂fb(ω)ξ̂fb(ω′)⟩. (2.40)

Using the definition for ξ̂fb(ω) given in Eq. (2.24), we obtain

Sfb(ω) = κ
(g2

1 + g2
2 )

(κ/2)2 + (∆+ω)2

+ 2g1g2
√
ηκ

[(∆+ω)2 − (κ/2)2]cos(ϕ +ωτ) +κ(∆+ω)sin(ϕ +ωτ)]
[(κ/2)2 + (∆+ω)2]2 . (2.41)

The expression above describes the various noise contributions of the light in our
feedback scheme and illustrates that the power spectral density of the optical force has
two contributions: The first term describes the backaction of the optical force of both
cavity fields separately, while the second term is associated with the interference gen-
erated by the coherent feedback. Since this interference term can have a positive or
negative sign, it can increase or decrease the total optical backaction noise acting on
the mechanical oscillator. In fact, the backaction term can be maximally reduced when
ϕ+Ωmτ = N2π, with N an integer. This condition is fulfilled, for example for ϕ = τ = 0,
or for any other value where Ωmτ = −ϕ.

The symmetric part of the force noise term S̄fb(ω) = [Sfb(ω) + Sfb(−ω)]/2 can be as-
sociated with the classical noise term responsible for the random perturbation force as-
sociated with backaction heating. On the other hand, the anti-symmetric part of the
quantum noise [Sfb(ω) − Sfb(−ω)]/2 can be associated with the corresponding damping
rate [5, 114]. The detailed balance between the positive and negative frequency terms
can be used to extract an effective temperature, thanks to the fluctuation-dissipation the-
orem. In analogy to the thermal environment, the coupling to the optical field opens up
a channel to an environment bath with that effective temperature. This point of view
can be highly useful in understanding the opportunities for laser cooling of mechanical
oscillators including coherent feedback. Furthermore, the Hamiltonian description in
Sec. 2.7 provides a convenient framework for describing the possibilities for backaction
cancellation provided by our platform.

Mechanical displacement PSD Considering a high quality mechanical oscillator, we
can use the damping and frequency shift evaluated at the mechanical frequency and
make the approximations Ωm≫ δΩm, Γm and Ωm(Ωm + δΩm) ≈ (Ωm + δΩm)2, such that
from Eq. (2.23) we obtain the equation for the damped harmonic oscillator

−ω2X̂m(ω) = −(Ωm + δΩm)2X̂m(ω) + iω(Γm +γm)X̂m(ω)

+Ωm
√

2ξ̂th(ω) +Ωm
√

2ξ̂fb(ω), (2.42)

which can be directly related to the power spectral density

SXmXm
(ω) =

2Ω2
m

|N |2
[
Sth(ω) + Sfb(ω)

]
(2.43)

with the denominator

N = (Ωm + δΩm)2 − iω(γm + Γm)−ω2. (2.44)
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The power spectral density is strongly peaked around the mechanical resonance fre-
quency, which is why we can evaluate both the thermal and feedback spectral density
at ω = ±Ωm, yielding

SXmXm
(ω) =

1
2

Sth(Ωm) + Sfb(Ωm)
(Ωm + δΩm −ω)2 + [(γm + Γm)/2]2 +

1
2

Sth(−Ωm) + Sfb(−Ωm)
(Ωm + δΩm +ω)2 + [(γm + Γm)/2]2 .

(2.45)

Inserting the frequency shift and damping rate δΩm, Γm for the unresolved sideband
regime as stated in Eq. (2.29), the power spectral density then explicitly results in

SXmXm
(ω) =

1
|N |2

{
γm

2

[
(n̄th + 1)

((γm

2

)2
+ (ω+Ωm)2

)
+ n̄th

((γm

2

)2
+ (ω −Ωm)2

)]

+
κ
2

Ω2
m(g2

1 + g2
2 )

(κ/2)2 + (ω+∆)2

+ g1g2
√
ηκΩ2

m
[(ω+∆)2 − (κ/2)2]cos(ϕ +ωτ) +κ(ω+∆)sin(ϕ +ωτ)

[(κ/2)2 + (ω+∆)2]2

}
.

(2.46)
The whole expression is multiplied by the denominator that also contains the feedback
contribution

N (ω,∆, τ,ϕ) =Ω2
m +

(γm

2
− iω

)2
+

∆Ωm(g2
1 + g2

2 )
∆2 + (κ/2− iω)2

− eiωτg1g2
√
ηκΩm

2∆(κ/2− iω)cos(ϕ)−
[
∆2 − (κ/2− iω)2

]
sin(ϕ)

[∆2 + (κ/2− iω)2]2 .

(2.47)

2.4.5 Phonon Occupation Number

The phonon number of a specific mechanical mode is obtained via the integration over
both the position and momentum power spectral densities [44]

2n̄m + 1 =
∫ ∞

−∞
[SXmXm

(ω) + SPmPm
(ω)]

dω
2π
≃ 2

∫ ∞

−∞
SXmXm

(ω)
dω
2π

, (2.48)

where we used the identity as stated in Eq. (1.59). Inserting the expression for the power
spectral density of the mechanical displacement [cf. Eq. (2.45)] into the above expression
yields

n̄m =
1
2

1
γm + Γm

S̄th(Ωm) +
1
2

1
γm + Γm

S̄fb(Ωm)− 1
2
. (2.49)

The complete explicit expression for the mechanical occupation number is given in App.
15. To meet the quantum limit of cooling, we require large quantum cooperativity, i.e.
Cqu≫ 1, which means that we have a large optical damping Γm≫ γm. In the unresolved
sideband regime, the phonon occupation number then results in

n̄m =
κ
Γm

(g2
1 + g2

2 )
(κ/2)2 +∆2 +

1
2

cos(Ωmτ)
sin(Ωmτ)

κ∆sin(ϕ) + [∆2 − (κ/2)2]cos(ϕ)
κ∆cos(ϕ)− [∆2 − (κ/2)2]sin(ϕ)

− 1
2
, (2.50)
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Figure 2.9: Expected membrane occupation number n̄m for different
phases φ and detunings ∆ of the coherent feedback loop, with the stan-

dard experimental settings.

which is plotted in Fig. 2.9. In the case of zero detuning ∆ = 0 the phonon limit becomes

n̄m =
4

κΓm

[
g2

1 + g2
2 − 2

√
ηg1g2 cos(Ωmτ −ϕ)

]
. (2.51)

To determine the optimal cooling parameter in this regime of strong cooling Γm ≫ γm,
we can maximize the damping rate Γm as given in Eq. (2.29) with respect to the feedback
parameters ϕ and τ . The optimal delay is determined as τ = π/(2Ωm), and the phase
ϕ = Ωmτ , such that the maximal damping turns out to be

Γmax
m =

κg1g2
√
η

(κ/2)2 +∆2 . (2.52)

It is worth noting that a detuning ∆ , 0 is not advantageous for maximizing Γm. It is thus
not surprising that we obtain the same parameters maximizing the damping considering
solely the simplified expressions in Eq. (2.30) that include already the assumption ∆ = 0.
Inserting the maximal damping and the corresponding optimal values ϕ = Ωmτ = π/2
into the expression for the phonon number in Eq. (2.51) we obtain

n̄m =
g2

1 + g2
2

4
√
ηg1g2

− 1
2

=
(g1 − g2)2 + 2g1g2(1−√η)

4g1g2
√
η

≥ 1−√η
2
√
η

(forCqu≫ 1). (2.53)

The equality, and thus the minimal value, is achieved for g1 = g2. The expression shows
that the coherent feedback loop enables ground state cooling, under the assumption of
a large quantum cooperativity Cqu ≫ 1, and thus strong cooling. Taking optical losses
into account, the scheme is quite robust, requiring a loop efficiency of only η > 0.12 for
reaching n̄m = 1.

Furthermore, we examine in more detail the consequences of the condition that g1 =
g2 determined for optimal cooling above. This boils down to solving |α1|2 = |α2|2 for the
average intracavity field displacements as written in Eq. (2.16). If we assume a high
efficiency (η → 1) the mentioned condition is fulfilled for

√
1− ηαaux = 2cosφαin

1 . We
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note that, in that case g1 = g2 is also fulfilled for αaux = 0. However, this requires ϕ = π,
resulting in the damping Γm = 0, such that the coherent feedback does not provide any
cooling advantage.

Furthermore, in principle we aim for a high loop efficiency η → 1, which can be
achieved for efficient cavity couplings η1 and η2 and low propagation losses ητ . How-
ever, the loop efficiency η can never be truly unity due to the beamsplitter ratio ηaux , 1
required to combine the auxiliary local oscillator. As we can always choose a sufficiently
high efficiency for this beamsplitter such that other loop losses dominate, it does not rep-
resent a limitation for our scheme, but might require large optical powers in the auxiliary
local oscillator arm.

Taking into account losses, the relation between the coherent amplitudes of the ingo-
ing and auxiliary field for a specific experimental phase φ is given by

αaux = αin
1

√
η cos(φ)±√

1− η sin(φ)2
√

1− η , (2.54)

and can be adjusted via the ingoing light powers Pin and Paux .

2.4.6 Sideband Picture

To provide a more intuitive understanding of the working principle of the coherent feed-
back loop, we will resort to the sideband picture that already allowed us to describe the
standard optomechanical interaction and the effect of a cavity detuning. Here we recall
that it is the imbalance between the Stokes and anti-Stokes processes that generates ei-
ther a cooling or an amplifying process. For a cavity optomechanical system this can
be implemented via a finite cavity detuning, altering the final density of states for the
scattering photons, and thus influencing their transition probabilities into the respective
mechanical sidebands. Here we examine the influence of the coherent feedback loop on

(a) (b)

Figure 2.10: Sketch of the optomechanical sideband scattering with a red-
detuned beam. (a): Sketch illustrating the transitions for a red-detuned
cavity drive, where the cavity is enhancing the AS transitions to the blue
sideband, leading to a depletion of the mechanical excitations. (b): The
level scheme of a cavity driven with a red-detuned beam (gray) ∆ < 0,
favouring the AS scattering (blue) over the S scattering(red), leading to

cooling.

the cavity sidebands. For this, we start from the ingoing light fields of the feedback loop
in frequency space, âin

1 (ω) and

âin
2 (ω) =

√
ηeiωτeiϕ

[
âin

1 (ω) +
√
κĉ1(ω)

]
+
√

1− ηâaux(ω). (2.55)
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From the expression of the mechanical displacement operator, as stated in Eq. (2.18) we
obtain

1
χm(ω)

X̂m(ω) = thermal + auxiliary

+
√

2κχc(ω)âin
1 (ω)

(
g1 + g2

√
ηeiωτeiϕ

[
1−κχc(ω)

])

+
√

2κχ∗c(−ω)âin
1 (−ω)†

(
g1 + g2

√
ηeiωτe−iϕ

[
1−κχ∗c(−ω)

])
, (2.56)

where for now we only consider the driving from the optical input field, and neglect the
contributions from the thermal noise and the auxiliary field.

The situation of the standard cavity dynamical backaction, which can be achieved by
setting g2 = 0 such that g = g1, âin = âin

1 and ĉ = ĉ1, we obtain

1
χm(ω)

X̂m(ω) =
√

2ξ̂th(ω) +
√

2κg
[
χc(ω)âin(ω) +χ∗c(−ω)âin(−ω)†

]
. (2.57)

For the coherent scheme, in the unresolved sideband regime, with χc(ω) ≈ 2/κ, χ∗c(−ω)−
χc(ω) = 0, and g2 = g∗2, we obtain the following expression

1
χm(ω)

X̂m(ω) = thermal + auxiliary (2.58)

+
√

2âin
1 (ω)

(√
Γ1 −

√
Γ2eiωτeiϕ

)
+
√

2âin
1 (−ω)†

(√
Γ1 −

√
Γ2eiωτe−iϕ

)
,

with the measurement rates Γ1 = 4g2
1 /κ and Γ2 = 4ηg2

2 /κ. The comparison between the
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Figure 2.11: The sideband amplitudes on the light, in the case of dynam-
ical backaction cooling by the cavity for different sideband resolution fac-

tors and (a) negative detuning and (b) positive detuning.

equation of motion resulting from coherent feedback and dynamical backaction cooling
can thus be done via general prefactors of the equation written under the form

1
χm(ω)

X̂m(ω) = thermal +
√

2Γ
[
µâin(ω) + νâin(−ω)†

]
. (2.59)
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For dynamical backaction cooling we can identify

Γ =
g2

κ
, µ = κχc(ω), ν = κχ∗c(−ω). (2.60)

For feedback cooling, we find the parameters

Γ = Γ1, µ = 1−
√
Γ2√
Γ1

eiωτeiϕ , ν = 1−
√
Γ2√
Γ1

eiωτe−iϕ . (2.61)

The sideband scattering rates for the coherent feedback scheme then become [44]

A± = Γ |µ(∓Ωm)|2 = 2
(√

Γ1Γ2

[
cos(ϕ)cos(Ωmτ)± sin(ϕ)sin(Ωmτ)

]
− Γ1

)
, (2.62)

Here, the rate A+ describes the Stokes process where the mechanical oscillator undergoes
an amplification process from n to n + 1, resulting in a red-shifted photon at −Ωm. In
turn, A− describes the anti-Stokes process associated with cooling, where the phonon
state changes from n to n − 1, and results in the emission of a blue detuned photon at
+Ωm, as sketched in Fig. 2.10. The expected damping and frequency shift are

Γm = 2Γ Re[µ− ν] = Γ− − Γ+,

δΩm = Γ Im[µ− ν], (2.63)

where we used the identities |µ|2 = 2Re[µ], and

µ− ν = 2
√
Γ2/

√
Γ1 sinϕ

[
icos(ωτ)− sin(ωτ)

]
. (2.64)

The effective damping rate is given by the difference between the cooling and the heating
rates. Also the expressions obtained for the damping and frequency shift generated by
our coherent feedback coincide with the expressions derived from the Langevin equa-
tions in Eq. (2.30). The sideband amplitudes |µ(ω)| are plotted for standard dynamical
backaction in Fig. 2.11 and our coherent feedback scheme in Fig. 2.12 and help to visu-
alize the relation between the sideband scattering rates.

In terms of the scattering rates, the phonon occupation evolves as [44]

∂tn̄m = (n̄m + 1)(Γ+ + n̄thγm)− n̄m

[
Γ− + (n̄th + 1)γm

]
, (2.65)

with the thermal occupation n̄th, and leads to the phonon number of the mechanical
oscillator

n̄m =
n̄thγm +A+

γm +A− −A+
. (2.66)

For negligible coupling to the thermal bath γm → 0, or for a low environment tempera-
ture T → 0, this leads to a minimal achievable occupation number

n̄m =
A+

A− −A+
≥ 1−√η

2
√
η

. (2.67)

The last equality illustrates how the mechanical occupation number is determined by the
suppression of the Stokes heating process A+ by the damping rate A−−A+. The sideband
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Figure 2.12: The sideband amplitudes on the light, realized in the case of
coherent feedback for ∆ = 0 and feedback parameters that generate a side-
band asymmetry (a) and (b), that leave a symmetric sideband spectrum
(c) and (d), and that generate a backaction cancellation where both side-

band amplitudes go to zero for a perfect efficiency (e).

picture yields the same lower bound for the mechanical occupation number as previously
determined by the integration of the power spectral densities in Eq. (2.53). Moreover,
we observe that in the regime of large quantum cooperativity Cqu≫ 1 and ideal settings
for cooling Ωmτ = ϕ = π/2, g1 = g2 the feedback scheme is only limited by the achievable
loop efficiency η.

Alternatively, the mechanical damping rate can be directly determined from the op-
tical force noise power spectral density of the fluctuating radiation-pressure force [5,
44]. In fact, the scattering rates can be calculated from the quantum noise spectrum
A± = Sfb(∓Ωm). The spectral density of the feedback noise as stated in Eq. (2.41) simpli-
fies for a resonant cavity in the unresolved sideband regime to

Sfb(ω) =
8
κ

[
g2

1 + g2
2

2
−√ηg1g2 cos(ϕ +ωτ)

]
. (2.68)

The force spectrum can be asymmetric for the sidebands at ±Ωm. It is exactly this asym-
metry that describes an unbalance between the Stokes and the anti-Stokes processes
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(A− < A+) and thus a damping effect. For dynamical backaction cooling, the suppres-
sion of either one of the sidebands can be generated by driving the optical cavity with
detuned light [44, 5].

For the coherent feedback it is the interference of the optical force between the first
and the second interaction that leads to a frequency dependent modulation of optical
noise force Sfb(ω), which can lead to a modification of both its symmetric part linked to
backaction heating, or its antisymmetric part related to damping.

Figures 2.11 and 2.12 illustrate the sideband spectra for dynamical backaction and
coherent feedback with different loop parameters. Regarding dynamical backaction, the
difference in sideband amplitudes is determined by the detuning and linewidth of the
cavity relative to the mechanical frequency. A low sideband resolution factor results
in weak suppression of the Stokes process, hinting already at the limitations for ground-
state cooling further demonstrated in the next section. For coherent feedback, we confirm
that the previously obtained ideal parameters for cooling Ωmτ = π/2 = ϕ effectively
suppress the heating sideband. Conversely, when the phase ϕ has the opposite sign
compared to the delay τ , it implements amplification. The achieved sideband imbalance
is solely limited by the loop efficiency. When the delay and phase differ by π/2, both
sidebands are equally affected by the feedback and no particular process is favoured.

In case where the delay and loop phase are both integer multiples of 2π, both side-
bands are suppressed up to the loop efficency, resulting in backaction cancellation. We
note that the ideal loop phase for cooling thus differs from the parameters that maximize
the backaction cancellation. Hence backaction cancellation cannot directly support the
cooling effect.

2.4.7 Dynamical Backaction Cooling

With no external coherent feedback η = 0, the optomechanical interaction results in the
well-known dynamical backaction. This can be interpreted as a type of coherent feed-
back scheme, where the cavity acts as the feedback controller [44]. The detuning param-
eter serves as the control knob for regulating the phase relationship between intracavity
field quadratures, actuating the dynamical backaction feedback on the mechanical dis-
placement. In the unresolved sideband regime Ωm ≪ κ, Eqs. (2.29) reduce to the well
known results for dynamical backaction in the presence of a finite cavity-light detuning
∆ , 0, and result in a modifications of the mechanical susceptibility as

δΩm =
2∆(g2

1 + g2
2 )

∆2 + (κ/2)2 , Γm = −4
∆κΩm(g2

1 + g2
2 )

[
∆2 + (κ/2)2

]2 . (2.69)

We observe that both the frequency shift δΩm and damping rate Γm disappear for ∆ = 0,
which is illustrated and compared to the coherent feedback case in Fig. 2.13. Further-
more the damping is maximal for a detuning ∆ ≈ −κ/(2√3).

For a large optical damping Γm≫ γm, where the cooling quantum limit can be reached,
the phonon occupation as stated in Eq. (2.50) becomes independent of the ingoing light
power, and yields

n̄m =
∆2 + (κ/2)2

4|∆|Ωm
− 1

2
. (2.70)
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where we assumed a negative detuning for cooling ∆ < 0. In the sideband unresolved
regime, the minimal achievable phonon number is obtained for ∆ = −κ/2 and results in

n̄min =
κ

4Ωm
≫ 1, (2.71)

where we neglected the factor 1/2 as it is negligible for n̄min≫ 1. This expression clearly
shows that dynamical backaction cooling alone does not allow to produce ground-state
cooling n̄m < 1.
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Figure 2.13: Comparing (a) the expected frequency shift δΩm and (b) the
damping rate Γm between dynamical backaction and coherent feedback
with phase ϕ = π/2 and various delays τ , scanning the cavity detuning ∆

for standard experimental settings.

For comparison, in the resolved sideband regime with Ωm≫ κ, for a negative detun-
ing ∆ < 0, the phonon occupation results in [44]

n̄m =
(κ/2)2 + (∆+Ωm)2

4|∆|Ωm
, (2.72)

which results in the minimal occupation number achievable for ∆ = −Ωm

n̄min =
( κ
4Ωm

)2
< 1, (2.73)

and thus enables ground state cooling.
Figure 2.14 compares the cooling processes generated by both the dynamical back-

action, which requires a non-zero detuning, to the coherent feedback scheme, for which
zero detuning is actually maximizing the cooling effect. This can be intuitively under-
stood considering that the light measures the mechanical position most sensitively on
resonance, and thus, the feedback based on the mechanical signal imprinted onto the
light is also strongest in that situation. In contrast, dynamical backaction requires a
certain cavity detuning to generate the correct delay and thus feed back the desired me-
chanical oscillator quadrature to itself.

Additionally, we can compare the cooling effect generated by either the coherent feed-
back and the dynamical cavity cooling, depending on the sideband resolution factor of
the optomechanical cavity κ/Ωm, as illustrated in Fig. 2.14. However, to make a fair
comparison, we have to consider different detunings ∆, as they not only influence dy-
namical backaction cooling, but also the coherent feedback through the loop phase ϕ,
thereby affecting the cooling performances.
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Figure 2.14: (a): The mechanical occupation number, for both dynamical
backaction cooling (dba) and coherent feedback (cf), for different sideband
resolution ratios κ/Ωm, plotted for different detunings, in the limit of large
cooperativity and neglecting losses. (b): Taking into account significant

losses (ητ = 0.5), the cf cooling proves to be quite resistant to losses.

In the resolved sideband regime (κ <Ωm), the best cooling performance for coherent
feedback is achieved at a detuning of ∆ = −Ωm. However, in this regime, dynamical
backaction cooling provides an equally strong cooling effect, for the same detuning (∆ =
−Ωm), where the cavity most efficiently selects the anti-Stokes process.

In the unresolved sideband regime, the best performance for dynamical backaction
cooling is achieved at a detuning of ∆ = −κ/2. Coherent feedback largely outperforms
this cooling technique and is the preferable cooling strategy. There is a certain range of
resolution factors where coherent feedback is preferably used on resonance. For larger
resolution ratios (κ ≫ Ωm), the detuning becomes less important. In fact, if the cavity
is much faster than the dynamics of the mechanical oscillator, the effect of the cavity
delay becomes insignificant, and the feedback can be described as acting directly on the
mechanical oscillator.

2.5 Measurement-Based Cooling

To provide context for the coherent feedback technique in relation to previously em-
ployed feedback schemes for cooling a mechanical oscillator, we consider
measurement-based feedback schemes, that have been used for ground state-cooling
[105, 9, 107]. In fact, the high read-out sensitivity built into optomechanical cavities
promotes the idea that active feedback based on the result of the measurement of a me-
chanical oscillator can be used for cooling, known as cold damping [44].

The feedback force is based on an estimation of the mechanical displacement, which
electronic processing then transforms into a signal proportional to the derivative of the
estimated displacement. For the optomechanical interaction, the feedback force can be
implemented via actuation on the amplitude quadrature of the ingoing light beam.

In comparison to our feedback scheme, the all-optical loop is now replaced by an
optoelectronic loop, and our feedback interaction with the second cavity mode in the
equation of motion of the mechanical momentum quadrature [cf. Eq. (2.18)] can now be
replaced by the feedback force Fmf = (h ∗pest

1 ), determined by the convolution of the esti-
mated mechanical displacement detected via the phase quadrature of the light pest

1 and
the feedback filter function h. We note that estimation of pest

1 is based on the measure-
ment of pout

1 and thus depends on the quantum efficiency of the detector ηdet. To use the
quadrature estimation for cold damping, a standard derivative high-pass spectral filter
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function must be applied

h(ω) = −i
gmfω

1− iω/ωmf
, (2.74)

with the bandwidth ωmf and feedback gain gmf [128]. For a large bandwidth ωmf≫ ω ≈
Ωm the argument of the filter function approaches −π/2, such that the feedback force
becomes proportional to the momentum and provides a viscous force that dampens the
mechanical motion. In the ideal scenario, where the value of ω−1

mf, representing the delay
in the feedback loop, tends towards zero, the feedback realizes an ideal derivative.

Similar to the coherent feedback scheme, the measurement-based feedback intro-
duces a modification of the effective mechanical susceptibility, introducing an additional
damping and frequency shift. In the limit that ωmf,κ ≫ Ωm, where the delay of the
feedback loop and the cavity response are negligible, the resulting noise power spectral
density of the modified mechanical motion leads the final mechanical occupation num-
ber

n̄m =
1−√η
2
√
η

, (2.75)

and is completely determined by the total efficiency η of the feedback loop. When com-
paring this limit to the coherent feedback limit found in Eq. (2.75), we observe that both
ratios are analogous. The only distinction resides in that fact that here the efficiency η
now depends not only on the losses during the propagation of the beam in the experi-
ment, but also on the detector efficiency ηdet, ultimately limiting the performance of this
cooling scheme.

2.6 Outgoing Light Fields

In order to determine the outgoing fields at the end of the double pass experiment, we
first recall the outgoing light field after the first interaction

âout
1 (ω) = âin

1 (ω) +
√
κĉ1(ω), (2.76)

which leads to the ingoing field of the second pass

âin
2 (ω) =

√
ηeiϕeiωτ âout

1 (ω) +
√

1− ηâaux(ω). (2.77)

The outgoing light mode after the double pass interaction can analogously be written as

âout
2 (ω) = âin

2 (ω) +
√
κĉ2(ω). (2.78)

For a coherent feedback scheme on resonance (C− = 0 ), and in the broad cavity limit
(C+ ≈ 2/κ ) the outgoing light field can be expressed as

âout
2 (ω) = ηeiωτeiϕ âin

1 (ω)−√
1− ηâaux(ω)− i

√
2
[√

Γ2 −
√
ηΓ1eiωτeiϕ

]
X̂m(ω), (2.79)
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leading to the corresponding outgoing light quadratures

X̂out
2 (ω) =

√
η
[
cos(ωτ +ϕ)X̂in(ω)− sin(ωτ +ϕ)P̂in(ω)

]

− 2
√
ηΓ1 sin(ωτ +ϕ)X̂m(ω)

−√
1− ηX̂aux, (2.80)

P̂ out
2 (ω) =

√
η
[
sin(ωτ +ϕ)X̂in(ω) + cos(ωτ +ϕ)P̂in(ω)

]

− 2
[√

Γ2 −
√
ηΓ1 cos(ωτ +ϕ)

]
X̂m(ω)

−√
1− ηP̂aux. (2.81)

From these last expressions we note that for the delay and phase fulfilling sin(ωτ +ϕ) = 0
and cos(ωτ +ϕ) = 1, the mechanical signal is eliminated from the outgoing light quadra-
tures up to the balancing of both interaction (for Γ1 = Γ2) and the optical losses (η ≈ 1).
This requirement is for instance fulfilled for ϕ = τ = 0 for all frequencies, or, considering
the signals at the mechanical frequency, by Ωmτ = −ϕ. In this scenario, the coherent
feedback loop is closed and establishes a coherent interaction between the two passes
without any mechanical signal dissipated to the environment. Then, the simplified ex-
pression for the mechanical displacement reads

X̂m(ω) =
√

2χm(ω)
{
ξ̂th +

√
2(1− η)Γ2X̂aux(ω)

+ X̂in(ω)
[√

2Γ1 −
√

2ηΓ2 cos(ωτ +ϕ)
]
+ P̂in(ω)

√
2ηΓ2 sin(ωτ +ϕ)

}
, (2.82)

and illustrates that for the same feedback parameters, the optical backaction is elimi-
nated from the mechanical displacement. This is due to the a destructive interference
in the feedback loop of the quantum noise introduced by the light field and does not
only lead to an undoing of the optomechanical interaction, but also to a complete decou-
pling of the mechanical oscillation from the light field after the second interaction. The
backaction cancellation as well as the prevention of information leaking to the outside
can for instance become a useful tool in the case where an additional element interacting
with the optical beam is inserted in the feedback loop. In the context of a hybrid cou-
pling scheme this is realized by optically interacting with an additional physical system
in between the two optomechanical interactions [27].

2.7 Hamiltonian Description

In addition to the Langevin equations that describe the dynamic behaviour of the coher-
ent feedback scheme, the description of our feedback scheme using an effective Hamil-
tonian can provide further insights. Starting with the standard optomechanical Hamil-
tonian

Ĥom = −2ℏgX̂mX̂c, (2.83)

where in the broad cavity limit the first cavity field turns into

ĉ1(ω) = − 2√
κ
âin

1 (ω)− 2
√

2
g1

κ
X̂m(ω), (2.84)
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the cavity amplitude quadrature is given by X̂c = (−2/
√
κ)X̂in. The optomechanical Hamil-

tonian describing a direct coupling to the external light field results in

Ĥom = 2ℏ
√
ΓmeasX̂mX̂in, (2.85)

with the measurement rate Γmeas = 4g2/κ. For a resonant double pass interaction, where
the measurement rates of the first pass is denoted by Γ1, the optomechanical interaction
transforms the ingoing beam âin

1 (t) into

âout
1 (t) = −âin

1 (t)− i
√

2Γ1X̂m(t), (2.86)

which, after the propagation through the feedback loop enters the cavity as

âin
2 (t) = −√ηeiϕ âin

1 (t − τ) +
√

1− ηâaux(t)− i
√

2ηΓ1eiϕX̂m(t − τ), (2.87)

with the delay τ and the loop phase ϕ between the two interaction, and the measurement
rate of the second interaction Γ2 = 4g2

2 /κ
3.

The ingoing light field quadratures for the second interaction are given in terms of
the ingoing light X̂in

1 and P̂ in
1 by

X̂in
2 (t) =

√
η
[
sin(Ωmτ +ϕ)P̂ in

1 (t)− cos(Ωmτ +ϕ)X̂in
1 (t)

]

+ 2
√
ηΓ1 sin(ϕ)X̂m(t − τ) +

√
(1− η)Γ2X̂aux(t), (2.88)

where we assumed in the rotating wave approximation for the travelling field fulfils
âin

1 (t − τ) ≈ eiΩmτ âin
1 (t). The total optomechanical Hamiltonian then results in

Ĥom = 2ℏX̂m

[√
Γ1X̂

in
1 +

√
Γ2X̂

in
2

]

= 2ℏX̂m(t)
(√

Γ1X̂
in
1 (t) +

√
ηΓ2

[
sin(Ωmτ +ϕ)P̂ in

1 (t)− cos(Ωmτ +ϕ)X̂in
1 (t)

]

+ 2
√
ηΓ1Γ2 sin(ϕ)X̂m(t − τ) +

√
1− ηΓ2X̂aux(t)

)
. (2.89)

Eliminating the light fields and assuming only small delays Ωmτ ≪ 1 within the
Markov approximation, we can identify the effective Hamiltonian

Ĥeff = 4ℏ
√
ηΓ1Γ2 sin(ϕ)X̂2

m. (2.90)

In the general framework of cascaded interaction [27], the same effective Hamiltonian
can be derived, by considering the interaction operators B̂1 = X̂m and B̂2 = −eiϕX̂m

4,
leading to the general operator A, which for a cascaded interaction on one single systems
turns into A =

√
Γ1Γ2B

†
2(t)B1(t − τ) + Γ1B

†
1(t)B1(t) + Γ2B

†
2(t)B2(t). The effective Hamiltonian

is then described by the difference A −A†, whereas the dissipative term is given by the
sum A+A†, such that

Λ̂eff = 4
[
Γ1 + Γ2 − 2

√
ηΓ1Γ2 cos(ϕ)

]
X̂2

m. (2.91)

3We note that the value of g2 also depends on the feedback phase and efficiency.
4where the sign takes into account the additional π phase shift due to the reflection off the resonant

cavity
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Since the effective Hamiltonian has taken the form of a squeezing Hamiltonian ∼ X̂2
m, we

can identify the squeezing rate

Γsq = 2
√
ηΓ1Γ2 sin(ϕ). (2.92)

From the prefactor of the dissipative term we obtain the backaction rate

Γba = 2(Γ1 + Γ2)− 4
√
ηΓ1Γ2 cos(ϕ). (2.93)

For a loop phase ϕ = ±π/2, the squeezing rate reaches its extrema, but we are also fac-
ing a non-vanishing backaction term. When ϕ = Nπ, N being an integer, the effective
Hamiltonian disappears such that there are no feedback-mediated self-interactions. For
ϕ = π, the coupling becomes purely dissipative, leading to a maximal backaction rate.
For ϕ = 0, not only do the self-interactions vanish, but backaction cancellation can be
achieved by balancing the two interactions Γ1 ∼ Γ2 and assuming negligible losses η ∼ 1.
This scenario corresponds to a Hamiltonian coupling regime, where the optomechanical
interaction is completely decoupled from the light field and does not transfer excitations
to the environment. At the same time this entails a cancellation of the backaction that
we have already observed for the expression of the mechanical displacement as stated in
Eq. (2.82), and results in a closed system. This becomes mainly interesting once there
are additional operations that occur during the optical loop, such as an interactions with
additional physical systems or nonlinear elements [27].

Here we want to highlight that our schemes allows for a cancellation of the backac-
tion that takes place during the first interaction due to the implementation of its time-
reversal during the second interaction, generated by a destructive interference of the
quantum noise in the feedback loop [26, 27]. Thus we note a subtle difference compared
to the backaction evasion measurements that are commonly encountered in the litera-
ture, which circumvent the backaction on a certain target quadrature that is to be ac-
quired by using an additional inverted harmonic oscillator in the negative mass regime,
a two-tone drive, or a pulsed scheme for instance [121, 44, 129, 130, 131, 132, 133, 134].

Considering also non-negligible delays in the loop, the effective Hamiltonian interac-
tion turns into

Ĥeff = 4ℏ
√
ηΓ1Γ2 sin(ϕ)X̂m(t)X̂m(t − τ), (2.94)

and the corresponding dissipation term

Λ̂eff = 4(Γ1 + Γ2)X̂m(t)2 − 8
√
ηΓ1Γ2 cos(ϕ)X̂m(t)X̂m(t − τ). (2.95)

Depending on the delay τ , the mechanical displacement has evolved according to Eq.
(2.31) and can be described by a linear combination of X̂m and P̂m, defining the type of
self-interaction that the feedback is implementing. In case of a mixture of the position
and phase quadrature in the self-interactions, the definitions of the squeezing efficiency
and the backaction rate have to be redefined according to the more complex relation-
ships.

2.7.1 Mechanical Squeezing

As a potential application of the coherent feedback loop, we analyze its ability to generate
mechanical squeezing. The effective Hamiltonian of the double pass optomechanical
interactions as derived above [cf. Eq. (2.90)], assuming small delays and Γ1 = Γ2 = Γ
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for simplicity, can be expressed with the mechanical operator in the interaction picture
b̂→ b̂e−iΩmt following

Ĥeff = 4ℏ
√
ηΓ sin(ϕ)X̂m(t)2

= 2ℏ
√
ηΓ sin(ϕ)

[
b̂†b̂+ b̂b̂† + e−2iΩmt b̂2 + e2iΩmt(b̂†)2

]
. (2.96)

We observe that the Hamiltonian terms responsible for squeezing are precisely those
corresponding to the parametric gain b̂2 and (b̂†)2, which rotate at a frequency of 2Ωm.
These terms can be selected by implementing a parametric modulation of the loop phase
ϕ(t) = ϕ0 + ϕmod cos(2Ωmt), resulting in sin[ϕ(t)] ≈ −ϕmod cos(2Ωmt). The resulting
effective Hamiltonian corresponding to a one-axis squeezing Hamiltonian reads

Ĥeff = ℏ

√
ηΓϕmod

[
b̂2 + (b̂†)2

]
, (2.97)

with the effective coupling strength Γsq =
√
ηΓϕmod/2. It is advantageous to choose an

offset phase of ϕ0 = 0 leading to a reduction of the backaction rate given by Γba = 2Γ [1−√
η cos(ϕ(t)] ≈ 2Γ [1 − √η(1 − ϕ2

mod/4)] which in turn reduces the dissipative term that
competes against the coherent evolution in the squeezing factor

ζsq =
Γba

Γsq
≈

4
[
1−√η(1−ϕ2

mod/4)
]

√
ηϕmod

. (2.98)

For η ≈ 1, the squeezing rate solely depends on the modulation depth ζsq = ϕmod.

2.8 Further Applications

2.8.1 Hybrid Coupling Scheme

The coherent feedback scheme presented thus far involves an optical loop in which the
light interacts twice with one mechanical mode. A similar protocol can be implemented
with disparate systems located at a distance from each other, as is sketched in Fig 2.15.
The combination of coherent feedback with a hybrid system allows us to use the es-
tablished quantum control techniques available on one system to manipulate the other
without the disturbance introduced by a measurement.

In the context of hybrid setups, a coherent optical feedback loop has been used to
realize a strong bidirectional light-mediated coupling between the mechanical mode of a
mechanical oscillator and the collective spin of a cold atomic ensemble [127]. The remote
coupling is implemented by a travelling light field, that first passes the atoms, propagates
to the mechanical oscillator, before being redirected to the atomic cloud.

The hybrid system which is sketched in Fig. 2.16 and discussed in more detail in [34,
135], consists in a cavity optomechanics setup analogous to the one used in this work, and
an ensemble of ultracold 87Rb atoms forming a collective pseudospin whose excursions
can be approximated as a harmonic oscillator with position and phase quadratures X̂s
and P̂s. The atomic spin interacts with the light through the off-resonant Faraday interac-
tion [136], where the circular component of the light field polarization interacts with the
spin position quadrature X̂s, resulting in a tilt. At the same time, the tilted spin modifies
the light polarization and generates a rotation of the incoming linear polarization by the
Faraday angle ∝ X̂s. The interaction between the mechanical and spin signals is realized
using a polarimeter, which transforms fluctuations in the polarization of the light into an
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amplitude modulation, that interacts with the mechanical system through the radiation
pressure force. Moreover, the phase modulation imprinted by the mechanical oscillator
on the light leaking out of the cavity is transformed into a modulation in the polarization
using a polarization interferometer, such that the mechanical signal couples back to the
atoms.

The looped interactions mediated by the light beam result in an effective bidirec-
tional interaction between the spin and the mechanical mode. This interaction is further
influenced by the feedback delay, which is determined by the propagation time of the
travelling light field, and the loop phase accumulated between the two interactions. If
we assume that the delay remains small for a broad cavity on the optomechanical side
and a light travelling distance of approximately 2 meters, the loop phase can signifi-
cantly change the nature of the interactions. Specifically, a π phase shift of the loop
phase allows to switch from purely Hamiltonian to dissipative coupling. Furthermore,
the time-reversed atom-light interaction in the second pass leads to the destructive in-
terference of the quantum backaction noise and the spin signal. This approach allowed
to implement a strong light-mediated interaction between the two systems [127].

(a) (b)

Figure 2.15: Sketch of coherent feedback loop (a) on a single system S and
(b) between two separate systems 1 and 2.

Once a strong coupling between the two systems is established, one of the most obvi-
ous applications of the hybrid systems consists in sympathetic cooling, where the control
over one of the hybrid system elements is utilized to cool the other. Recently, we demon-
strated that the implementation of a coherent feedback scheme, realizing cooling via
state swaps, improves the sympathetic cooling performance. In this case, tuning the dis-
sipation in the atomic system used as a coolant, enables to increase the cooling efficiency
for the mechanical oscillator [34]. However, the efficiency of the process is constrained
by the swapping rate, which dependends on the strength of interaction between the sys-
tems. As a result, achieving effective cooling for systems that are distant and disparate
presents significant challenges.

Up until now, the coupling strength that has been achieved between the two systems
amounts to 2g = 2π × 6.8kHz and is larger than the average dissipation rates in the in-
dividual systems, realizing strong coupling. However, for quantum coherent coupling, g
must exceed all thermal and quantum backaction decoherence rates [127]. This condi-
tion is necessary to produce non-classical state swaps and entanglement between the two
systems.

In case of a looped interaction between two systems 1 and 2 in a coupling geometry
1-2-1, with an overall coupling rate of g = g1g2 and backaction cancellation on system
1 (i.e., Γ1 ≈ 0 for a high efficiency), it is beneficial to follow a hierarchy of single system
cooperativities C1 and C2 with C1≫ C2 ≈ 1. This ensures that the backaction rate on sys-
tem 2 remains small in comparison to the coupling rate [27]. However, the upper bound
on the cooperativity of system 2, and thus on the cooperativity of the cascaded system
(∝ C1C2), can be removed by utilizing the geometry 1-2-1-2, which enables backaction
cancellation on both systems.
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Figure 2.16: Sketch of the hybrid coupling experiment, combing a pseudo
spin of a Rb87 atomic cloud with an optomechanical system comprising
a membrane-in-the-middle cavity. The travelling light field first interacts
with the spin, then interacts with the membrane, and is redirected for a
second pass through the atomic cloud. The propagation of light between
the atom-membrane interaction causes a delay of τ and a loop phase ϕ.
The colors of the light fields encode the signal carried by the light field.

(Figure adapted from [34])

Therefore, an additional double-pass interaction on the mechanical oscillator would
constitute an upgrade for the hybrid setup. It could not only drastically reduce the me-
chanical occupation number, but also enable a reduction of the backaction rate on the
mechanical oscillator, as demonstrated in this chapter. In the previous hybrid experi-
ments, the mechanical thermal decoherence rate has been a limiting factor for remote
coupling. The proposed coherent feedback loop on the mechanical oscillator could pro-
vide a crucial ingredient to enable the realization of quantum coherent coupling [127].

2.8.2 Optical Squeezing

So far, our discussion has centred on the quantum backaction of light, which acts as
a heating mechanism on the mechanical mode. In fact, in the backaction dominated
regime, the light meter induces a significant perturbation compared to the thermal fluc-
tuations on the conjugate quadrature [5]. Other than a noisy drive for the mechanical
motion, a strong backaction generates correlations between the mechanical displacement
and the optical quantum noise. Hence, this can be used to squeeze one quadrature of the
outgoing light below the shot noise level, and provides a source of entanglement [137,
138, 128]. The double pass interaction has the potential to increase light squeezing. In
the output amplitude spectrum, negative correlation terms can reduce noise below the
vacuum level for a large measurement rate compared to the thermal decoherence rate
[137]. The necessary requirement for the outgoing amplitude quadrature X̂out

2 of the sec-
ond pass is that its power spectral density reduces to S̄Xout

2 Xout
2

< 1/2, taking into account
the correlation terms.

2.8.3 Photon-Phonon Entanglement

Once the precision of the state control of mechanical oscillators reaches the single phonon
level, entanglement between phonons and photons can be generated and verified, and
has already been achieved in the pulsed regime [72, 91, 139, 93]. The entanglement
arises by transduction of information from the mechanical object to the measurement
field during the optomechanical interaction. From the optomechanical Hamiltonian as
derived in Eq. (1.26), entanglement can efficiently be generated by driving the Stokes
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scattering process responsible for the generation of a photon-phonon pair, namely para-
metric down-conversion ∼ b̂†ĉ†+ b̂ĉ. The anti-Stokes process, corresponding to the beam-
splitter interaction ∼ b̂†ĉ + b̂ĉ† can then be used for readout and verification [139]. In
the resolved sideband regime, the cavity, which has a linewidth that is smaller than the
mechanical frequency, can efficiently enhance one scattering process while suppressing
the other. The entangling process is favoured for a blue-detuned drive, whereas the red-
detuned beam generates state swaps.

In the unresolved sideband regime, the broad cavity realizes the entanglement cre-
ation and readout simultaneously and at the same rate, making it very difficult to gener-
ate and verify entanglement, even though there are proposals to perform the entangle-
ment verification with stationary probing on resonance [140, 141]. Coherent feedback
has been proposed to enhance entanglement generation [42] by employing various auxil-
iary cavities with different linewidths and fast switching between them in order to reduce
the effective optomechanical cavity linewidth and improve its sideband selection capa-
bility that most conditional and unconditional entangling schemes require.

As we have discussed in the sideband cooling picture in Fig. 2.12, our coherent feed-
back protocol is capable of selecting one of the sideband processes through the inter-
ference of the optical force, with a much higher efficiency than the optical cavity in the
unresolved sideband regime.

For a resonantly driven cavity, we can select the anti-Stokes process, as explained
for the discussion about cooling, for the feedback parameters Ωmτ = π/2 = ϕ, while the
entanglement operation is realized for Ωmτ = π/2 = −ϕ. In this manner we can use the
loop phase to switch between writing in or reading out the entanglement.

2.8.4 Mechanical Entanglement

Even more challenging to realize, mechanical entanglement between macroscopic ele-
ments poses a highly interesting goal for fundamental research. Such entanglement is
expected to be extremely fragile and will decrease to zero for any mechanical occupation
larger than unity [138]. However, recent advances in various systems have enabled en-
tanglement between distant mechanical modes, as has been shown for trapped ions, mi-
cromechanical oscillators, microwave circuits, and also hybrid spin-membrane systems
[142, 87, 88, 90, 143].

In our case, it only makes sense to consider mechanical entanglement once we address
two different mechanical modes or two entirely different oscillators. There are protocols
to generate entanglement between two mechanical modes of different frequencies in the
resolved sideband regime, mostly involving the transfer of entanglement via optical en-
tanglement and a two tone drive [80, 110].

Without any major changes in our optomechanical system, we can envision two-
mode squeezing operations on two different mechanical modes. This requires one of
the oscillators to be inverted, meaning in the negative frequency configuration that can
be accomplished with a two-tone drive where one of the beams is blue detuned [144,
131]. Additionally, the coherent coupling strength must exceed the sum of noise terms
g > γ1,tot +γ2,tot to generate significant two mode squeezing and thus entanglement. We
note that this requirement is even more stringent than that for large quantum coopera-
tivity Cqu > 1 [27].

Verification of entanglement can for instance be implemented with an additional aux-
iliary probe beam at a different longitudinal cavity mode, or a fast switch that allows for
a temporal separation between entanglement generation and read-out process [42].
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2.9 Conclusion

We have developed a theoretical framework for optical coherent feedback on a mechani-
cal oscillator, that provides the possibility to ground-state cool the mechanical oscillator
in the unresolved sideband regime without requiring any further resources nor the ne-
cessity to perform a measurement. In the regime of a large cooperativity, the final occu-
pation number for the coherent feedback cooling process is limited not by the sideband
resolution of the optical cavity, but by the optical losses. We find that the phonon occupa-
tion number has a lower bound than the one predicted for dynamical backaction cooling
in the unresolved sideband regime. Additionally we have drawn an analogy between our
approach and measurement-based feedback applied for cooling, where essentially the
detection efficiency replaces the optical loop efficiency in the achievable cooling perfor-
mance.

In addition to its cooling capabilities, coherent feedback techniques also show great
promise as a platform for mechanical squeezing and photon-phonon entanglement. We
have shown its ability for backaction cancellation which is particularly important for
achieving quantum coherent coupling in hybrid systems. The versatility of the coherent
feedback protocol has the potential to advance optomechanical systems and enhance
their appeal for use in quantum technologies.
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Chapter 3

Membrane Oscillators

This chapter covers the fundamental concepts of nanomechanical membranes, which are
essentially thin sheets of suspended silicon nitride. We provide an overview of various
dissipation mechanisms and explain how to overcome them through a refined nanome-
chanical design. In this work we consider two distinct membrane designs, namely square
membranes with a silicon phononic shield and soft-clamped membranes with a mechan-
ical mode localized in a defect embedded in a patterned phononic SiN structure. Finally,
we present the characterization measurements of the primary figures of merit of mem-
brane oscillators, which include their spectrum, quality factor and mode pattern.

3.1 Introduction

Designing a nanomechanical oscillator that can be used for quantum technologies is a
challenging task. For optomechanical applications, mechanical oscillators with long co-
herence times, and efficient coupling to the light are desired [79]. As discussed in Ch.
2, the optomechanical interaction is realized through the radiation pressure force, which
relies on the momentum kick of the photons reflected from the mechanical resonator.
Therefore, the reflectivity, which defines the ratio of reflected photons, and the effective
mass of the mechanical mode addressed, which defines the magnitude of the impact of
the photon’s momentum kick, play a key role in designing the mechanical oscillator.

Apart from coupling to light, the mechanical oscillator, being a nanomechanical de-
vice, is also directly connected to the environment through its support and linked to the
environmental thermal bath. By default, it is susceptible to exchanging thermal phonons.
In order to perform quantum experiments we require a weak environmental influence
and dissipation, and thus a device exhibiting long coherence times. The figure of merit
quantifying this is given by the Qf product, with Q the quality factor and f the me-
chanical resonance frequency. The quality factor quantifies the ratio between the energy
stored in and lost during the mechanical motion. High quality factors have dominated
the design criteria over the last few decades, and there has been enormous progress in
engineering stress, strain and mode shapes towards this goal [63, 64, 145].

Several design platforms fulfill the aforementioned characteristics and have
achieved remarkably high Qf products, thus being promising platforms for quantum
experiments [79]. Among these we find optomechanical crystals in Silicon that hold the
record of Qf ∼ 1019 Hz at cryogenic temperatures [146]. Additionally, SiN nanobeams
with strain-engineered phononic crystals at room temperature (Qf ∼ 1015 Hz) [65] as
well as nanomechanical membranes (Qf ∼ 1014 Hz) [63, 64, 145] have demonstrated ex-
traordinary high mechanical coherence times. Furthermore, systems with different cou-
pling mechanisms, like multilayer graphene drums capacitively coupled to microwave
cavities [147], parallel-plate aluminium capacitors coupled to LC circuits [89], phononic
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aluminium beams with piezoelectric coupling to a superconducting qubit [90], and double-
clamped single-wall carbon nanotubes with extremely small masses, coupled via electron
transport [148], have also demonstrated notable mechanical properties.

Here we focus on membrane resonators, which are suspended mechanical elements
with high area-to-thickness ratio. Silicon nitride (SiN) is the material of choice for mem-
branes due to the fabrication method on silicon (Si) wafers that allows for high in-plane
stress, increasing the quality factors thanks to the principle of dissipation dilution [149,
55]. For optical wavelengths in the near infra-red λ = 780nm, SiN has very low optical
absorption (< 10 ppm), relatively high optical amplitude reflection rm = 0.6 for a thick-
ness of d = 100nm, both of which are essential prerequisites for optomechanical experi-
ments [55]. Furthermore, quasi-two-dimensional membranes provide very low effective
oscillator masses, leading to a high force sensitivity as discussed in Sec. 1.9 [64].

In this work we use the two membrane designs depicted in Fig. 3.1. The design
on the left displays a SiN square membrane that is embedded in a phononic patterned Si
chip, commercially fabricated1. The phononic pattern is selected to shield the membrane
mode of interest from environmental noise and prevent acoustic waves from travelling
across the membrane boundary. The unit cell size is chosen to provide a bandgap around
the primary mode frequency of interest. At a target frequency of f = 2MHz, our mechan-
ical oscillator has a quality factor of Q > 1× 106. On the right, we display a soft-clamped
membrane, in which a patterned SiN structure isolates the mechanical mode more effec-
tively in a defect while decreasing bending losses [63]. Such membranes were fabricated
in the Groeblacher group at TU Delft and made available to us through a collaboration.

Figure 3.1: Photographs of the nanomechanical membrane oscillators
used in this work. On the left a phononic bandgap mechanical oscillator
with a membrane of side length of 400µm (Norcada). On the right a soft-
clamped membrane (SCM) with a patterned SiN membrane side length
of 3.2mm, fabricated by the members of Simon Gröblacher’s group at TU

Delft. Both silicon chips have a side length of 1cm.

3.2 Square Membrane Oscillator

In this section, we introduce the basic concepts of the flexural modes of square mem-
brane oscillators. These drum modes show displacements that are orthogonal to the
plane and can be described as harmonic oscillators. For an isotropically tensioned thin
sheet plate, the out-of-plane displacement v(x,y, t) that we are interested in is described

1Norcada Inc.
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by the fourth-order differential equation , which is given by the
two-dimensional Euler-Bernoulli equation [150, 151, 152]

Ed2

12(1− ν2)
∇4v(x,y, t)− σ∇2v(x,y, t) + ρ

∂2

∂t2 v(x,y, t) = 0, (3.1)

with the tensile stress σ , Poisson ratio ν, thickness d, Young modulus E and flexural
rigidity of the plate D = Ed3/12(1 − ν2). The rigidity describes the resistance of the ma-
terial to bending, and thus the energy cost associated to higher-order modes containing
more curvature. Since we are considering a membrane, which is a very thin sheet, the
fourth-order term can be neglected for the motion away from the clamping points. This
simplification allows us to describe the mechanical motion of the membrane using the
standard wave equation for a two-dimensional oscillator

∇2v(x,y, t) = − 1
c2

∂2

∂t2 v(x,y, t), (3.2)

with the propagation velocity c =
√
σ/ρ, depending on the tension σ and the material

density ρ. We use a separation of variables into a part describing the spatial distribution
u(x,y) and the time evolution q(t), such that

v(x,y, t) = u(x,y)q(t). (3.3)

From the boundary conditions for a rectangular membrane which impose the displace-
ment at its boundaries to vanish

u(lx, y) = 0, u(0, y) = 0, u(x, ly) = 0, u(x,0) = 0, (3.4)

∂yu(lx, y) = ∂yu(0, y) = ∂xu(x, ly) = ∂xu(x,0) = 0, (3.5)

the longitudinal out-of-plane modes can be determined as

uij(x,y) = sin(ikxx)sin(jkyy), i, j = 1,2, . . . (3.6)

with i, j the square mode indices. The wavevectors kx = π/lx and ky = π/ly correspond to
the length lx and width ly of the rectangular membrane. The fundamental drum mode
of a square membrane oscillator is illustrated in Fig. 3.2.

Figure 3.2: Fundamental flexural mode (i = j = 1) of a square membrane
oscillator of side lengths lx, ly and thickness d.

The time evolution of the system is described by q(t) = q0 cos(Ωijt), where the an-
gular mode frequency Ωij depends on the size of the membrane and its fixation to
the support. For a rectangular membrane with fixed edges, the mode frequencies are
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Ωij = πc
√
i2/l2x + j2/l2y . For a square membrane with l = lx ≈ ly the mode frequencies sim-

plify to Ωij = Ω11
√

(i2 + j2)/2 with the fundamental frequency given by Ω11 =
√

2πc/l.
To simplify the analysis, we consider a single-mode description where the displace-

ment amplitude q(t) of a damped harmonic oscillator is driven by a force F(t). The equa-
tion of motion for this system can be written as [44, 45]

m∂2
t q(t) +mγm∂tq(t) +mΩ2

mq(t) = F(t), (3.7)

with the energy damping rate γm that we assume to be frequency independent, resonance
frequency Ωm, and the effective mass m of a given mechanical mode. For such a one-
dimensional mechanical oscillator, the potential energy of a displacement q(t) is given
by U (t) = 1

2mΩ2
mq(t)2. Integrating the potential energy over the vibrational mode

U (t) =
1
2
Ω2

m

∫
v(x,y, t)2dV =

1
2
ρl2d

4
Ω2

mq(t)2, (3.8)

allows to identify the effective mass m = ρl2d/4 = mphys/4, given in our case by one quar-
ter of the physical membrane mass mphys, regardless of the mechanical mode. This sim-
ple relationship holds only for specific geometrical structures like the square membrane
that we are discussing here. When considering significant mechanical excitations while
disregarding thermal motion, the equation’s general solution is

q(t) = q0e−γmt/2 cos(Ωmt +φ0), (3.9)

where the amplitude q0 and the phase φ0 are determined by the initial conditions. This
expression can be used to determine the mechanical linewidth by measuring the decay
rate when driven to a large number of excitations.

Transforming Eq. (3.7) into the frequency domain, we observe that the mechanical
response to a driving force is determined by its mechanical susceptibility

χ(ω) =
q(ω)
F(ω)

=
1

m(Ω2
m −ω2 − iωγm)

. (3.10)

For a weakly damped oscillator, the quality factor is defined as

Q = 2π
U
∆U

=
2π

1− eγmT ≈
Ωm

γm
, (3.11)

with the stored energy U and the lost energy ∆U during one oscillation period T =
2π/Ωm. In quantum mechanical experiments, we are interested in the coherence time
of a mechanical oscillator, which is given by the time for which is can oscillate before its
motion is disturbed by a thermal phonon leaking in from the environment. Hence, the
condition for a quantum-coherent mechanical experiment requires Ωm > γm,th, where
the thermal decoherence rate γm,th = γm(n̄th + 1/2) is given by the coupling rate to the
thermal reservoir and the mean occupation of the latter. The coherence can thus be
quantified by the number of coherent oscillations determined by the ratio

Ωm

γm,th
≈ h

kBT
Qf , (3.12)

which scales directly with the product Qf , where f = Ωm/2π, and inversely with the
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environmental temperature T [44]. Therefore, both the Q factor and the mechanical fre-
quency f are crucial parameters in designing a mechanical oscillator. For the nanome-
chanical membranes used in this work, we achieve Qf > 1012 Hz at room temperature.

3.3 Dissipation Mechanisms

The number of coherent oscillations performed by a mechanical oscillator and its de-
coherence rate are determined by the dissipation processes occurring during its oscil-
lations. Therefore, reducing dissipation is crucial in any kind of quantum experiment
where quantum coherence is involved [79]. One advantage of nanomechanical oscillators
is the design flexibility available to minimize these processes once the limiting factors are
identified. In the case of membrane oscillators, we can identify two main categories of
dissipation mechanisms:

Q−1 = Q−1
int +Q−1

ext, (3.13)

with the internal loss mechanisms in Qint and the external loss mechanisms united in
Qext, which includes contributions from both damping due to collisions with environ-
mental gas (Qgas), and radiative losses due to the clamping of the membrane at the edge
to a support structure (Qclamping).

Starting with the external dissipation mechanisms, the losses generated by clamp-
ing to the surrounding can be modelled as phonon tunnelling through the edges of the
membrane [61, 45] and can be mitigated with a phononic shielded membrane design.
The expression for the Q factor limited by ballistic gas collisions for a mechanical mode
is given by [153]

Qgas =
ρdΩm

p

√
πRT

32mmol
, (3.14)

with mmol the molar mass of the surrounding gas, T the environmental temperature,
R the gas constant and p the gas pressure. Using the molar mass value for dry air of
mmol = 29gmol−1 [154], the value for Qgas is limited to ∼ 3 at room temperature and
at ambient pressure. However at the standard pressures achieved in vacuum chambers
p ≪ 10−6mbar, Qgas > 109 and is not a limiting process anymore, further improved at
cryogenic temperatures.

The intrinsic material damping in stoichiometric SiN can be modelled using a Zener
loss model that takes into account inelastic motion through a complex Young’s modulus
E = E1 + iE2 [45]. The resulting Q factor can be expressed as Qint = E1/E2 [155]. In
fact, the material damping can be interpreted as the loss of inelastic energy due to the
out-of phase oscillations of strain ϵ and stress σ , which are related via σ = Eϵ [149]. The
intrinsic material losses which transform elastic mechanical motion into heat, result from
various processes such as thermoeleastic effects, phonon-phonon interactions (Akhiezer
damping), and imperfections in the surface and bulk materials.

Thermoelastic losses are caused by heat transport associated with thermal gradients
that are due to periodic squeezing and stretching related to the flexural motion. For SiN
membranes they have been estimated to limit the achievable Q factor to QTED ≈ 1011

[156], and can in principle be mitigated by choosing structures with small strain gradi-
ents, such as extensional modes [157]. A more fundamental dissipation process based
on phonon-phonon interactions is given by Akhiezer damping, which is a quantum scat-
tering effect. It occurs when the oscillation-induced distortions disturb the equilibrium
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phonon distribution, leading to inelastic redistribution processes, and thus energy dissi-
pation. For SiN, the theoretical upper limit of the achievable Q factor due to Akhiezer
damping is estimated to be around QAkhiezer ≈ 109 for frequencies in the range of ∼MHz
[157].

Further scattering losses, which occur primarily at surface defects, can be explained
on a microscopic level by the coupling of phonons to defects modelled as two-level sys-
tems (TLS) [158]. It is suggested that they can be excited by a scattering process involving
both a phonon of the mechanical mode and a thermally-excited high energy bulk phonon.
Since the resonator phonons are not re-emitted into the mechanical mode, this process
irreversibly leads to a loss of energy. These losses account for the empirically observed
dependence of the Q factor on the membrane thickness and environmental tempera-
ture. For thin membranes with a thickness below 100nm, surface effects dominate the
intrinsic quality factor, which is expected to depend directly on the thickness given by
Qint = Q−1

vol +Q−1
surf = (βd)−1 where β is the slope of the surface losses [159].

3.4 Highly Stressed SiN Membranes

Having discussed the relevant dissipation processes, we can adapt the design of the me-
chanical oscillator in order to mitigate them. A first strategy to increase the achievable Q
factor of SiN membranes consists in maximizing the elastic motion with respect to the in-
elastic part. The intrinsic losses can be diluted by generating a large tensile prestress on
the mechanical oscillator. The convenience with which SiN is grown in a stressed manner
on Si wafers makes it a highly attractive material for optomechanical experiments, as it
allows for a drastic increase of the achievable Q factors [159]. In fact, mechanical energy
is stored in both the elongation and bending motion. Applying a structural prestress in-
creases the elongation energy that thus largely exceeds the bending energy. Furthermore,
the dissipated energy proportional to the square of the strain ϵ2, can be attributed mostly
to local bending-related damping mechanisms, related to the curvature of the mode [155,
152, 149].

To compute the Q factor, we need to compare the energy lost during one full oscilla-
tion cycle ∆U to the total stored energy U [155, 152]. In this case, we consider the stored
energy of a one-dimensional oscillator with the mode shape u(x), as it already captures
the main insights. The stored energy contains both contributions U = Utension +Ubending
while the term describing the losses can be simplified as ∆U = ∆Utension + ∆Ubending ≈
∆Ubending such that we obtain

Q = 2π
U
∆U
≈ 2π

Utension +Ubending

∆Ubending
. (3.15)

Following the derivations in [152], the stored energy that can be attributed to the tension,
scales directly with the applied stress σ as

Utension =
1
2
σΩd

∫ a

0



∂u(x)
∂x




2

dx, (3.16)
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in contrast to the energy stored in the bending

Ubending =
1

24
E1Ωd3

∫ a

0



∂2u(x)
∂x2




2

dx, (3.17)

and the corresponding losses appearing due to bending

∆Ubending =
π
12

E2Ωd3
∫ a

0



∂2u(x)
∂x2




2

dx. (3.18)

The loss term is obtained by integrating the squared curvature over the entire mechanical
oscillator. As a result, it contains a term from the local flexural bending at the clamping
site, as well as the curvature at the antinodes due to the modal motion itself [155, 149,
160]. Finally, applying a tensile stress increases U while leaving ∆U unchanged (up to a
static strain component [145]), leads to the quality factor increased through dissipation
dilution:

Qσ = Qint[2λ+ (i2 + j2)π2λ2]−1, (3.19)

where Qint is the intrinsic material quality factor of the unstressed SiN membrane, and
λ =

√
E1/(12σ )d/l is the dilution factor due to the prestress σ . The first term in the ex-

pression, which is independent of the mechanical mode number, only depends on the
clamping at the edges. The mode-dependent term takes into account the modal bending
at the antinodes during the mechanical oscillations. The expression indicates that the
Q factor increases with decreasing thickness d and increasing membrane size l, as the
bending becomes less important for the mechanical mode [159]. Furthermore, the di-
luted quality factor Qσ can still be improved by eliminating the term responsible for the
bending at the edge [149], which will be considered in Sec. 3.6.1.

3.5 Phononic Bandgap Membranes

3.5.1 Design Considerations

For the tensioned stoichiometric SiN membranes in ultra-high vacuum chambers, the
most important dissipation process are clamping losses, which comprise radiative losses
due to the coupling to frame modes, broadening of the mechanical linewidth due to
hybridization with frame modes, and bending losses due to the rigidity at the border.
Radiative losses can be formally described through phonon tunnelling and a weak cou-
pling between the resonator modes and the support [61]. The strength of the coupling
between the membrane and the support modes depends on the mismatch of their phase
velocities, the mode number and the membrane aspect ratio of its size to thickness. The
symmetry of the mechanical oscillations and the corresponding mode shape, as well as
the exact phase between the material’s strain and stresses during oscillations, can cause
destructive interference of the modes radiating into in the substrate [161].

To shield the mechanical oscillator from environmental noise and prevent acoustic
waves from radiatively leaking into the frame modes, the membrane is embedded into
a phononic patterned Silicon (Si) chip. The periodic pattern leads to a modulated wave
velocity that opens up a bandgap in the acoustic spectrum and thus reduces the density
of states as seen by the mechanical mode. The phononic pattern is chosen to provide
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a bandgap around the main modes of interest, with the unit cell size selected to match
half of the acoustic wavelength in silicon, which is approximately λ/2 = v/(2f ) ≈ 1mm
for a target frequency f = 1MHz and given the propagation velocity v in silicon [149].
A sketch of the unit cell is shown in Fig. 3.4. The bandgap is considered as the spectral
region in which the mechanical signal drops to the shot noise background except for the
mechanical peaks. Finite element simulations predict the opening of a complete bandgap
for an infinite periodic structure. The center of the bandgap is defined by the size of the
unit cell pad a, and the width of the bandgap is determined by the ratio between the
wave velocities in the pads versus the bridges [64], such that for a given unit cell size a,
the width of the produced bandgap is inversely proportional to the bridge width b. Thus,
thin bridges in combination with large pads are preferred for a wide bandgap and large
Q factors. However, the overall size of the mechanical oscillator should not be too large
to avoid floppy low-frequency modes of the entire structure.

3.5.2 Experimental Sample

The square membrane used in this work has a side length of 400µm, leading to a fun-
damental frequency of 0.96MHz. The membrane is fabricated out of SiN, which has a
density of ρ = 2.8× 103 kg/m3 and a tensile stress of about 1.2GPa. The thickness of the
SiN film is d = 100nm and results in an amplitude reflectivity rm = 0.6 at a wavelength
of 780nm. The membrane is embedded in a patterned Silicon (Si) chip with a thickness
of 200µm and a side length of 10mm. The expected phononic bandgap is 500kHz wide
for 100µm bridges and up to 1MHz for 50µm-wide bridges. As the bandgap center fre-
quency depends on the pattern’s unit cell size a, the smaller pad of 1mm centers the
bandgap at the (2,2) mode around 2MHz whereas the larger pad of 1.5mm at the (1,1)
mode around 1MHz. Keeping the overall chip size constant, the lower target frequency
and corresponding larger unit cell size reduces the number of cells that fit in the pattern
from 9 to 7, and thus reduces the shielding.

However, obtaining the desired smaller bridge widths presents a challenge due to the
structure’s fragility and the increased risk of breaking when handling them. Addition-
ally, we have to consider that extremely thin bridges result in a worse thermal connection
between the SiN and the frame, which is detrimental in cryogenic experiments.

Figure 3.3 shows a thermal displacement spectrum of a typical square membrane,
where we can associate almost all the visible peaks to specific mechanical modes. Slight
asymmetries in the length of the square membrane lift the frequency degeneracy between
modes with inverted indices (i, j) and (j, i). As a result, the modes (i, j) where i , j = 1
have lower Q factors due to reduced destructive interference with the frame modes [61].
These asymmetries are also visible in the raster scan presented in Sec. 3.8.2, particularly
for the (1,2) and (2,1) modes. The displacement detected with a reflective interferometric
measurement is in good agreement with the expected mean square thermal displacement
of the (2,2) mode, given by

√
⟨x2⟩ = kBT /mΩ2

m ≈ 10pm at room temperature.
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3.6. Soft-Clamped Membranes

Figure 3.3: Thermal displacement power spectral density of the drum
modes (i, j) of a square membrane. The corresponding mode shapes are

illustrated in Figure 3.14.

(a) (b)

Figure 3.4: Phononic shield unit cell design parameters illustrating (a)
the bridge width b and the unit cell size a for a square membrane sur-
rounded by a phononic shield and (b) the hexagonal soft-clamped design,

with overall cell size a, the hole radius r and the bridge width b.

3.6 Soft-Clamped Membranes

3.6.1 Design Consideration

To further improve the quality factors of the membrane mechanical oscillators that are
already shielded by a phononic bandgap against radiative losses, it is necessary to re-
evaluate the limiting dissipation processes. It turns out that phononically shielded mem-
branes are well protected against external dissipation, and are now mainly constrained
by their internal dissipation, where the bending losses at the borders form the most im-
portant contribution. Membrane designs have been developed to address these limiting
factors through advances in phononic geometries [63, 64, 145], but also through engi-
neering of the geometric strain. This is closely related to the mode curvature and thus
bending losses [65, 145]. In this work we follow the concept of soft-clamped membranes
(SCM) that, additionally to the reduction of radiation losses to the substrate using a
phononic pattern, eliminate the bending losses at the strongly clamped edge region of
the membrane, created by the transition from suspended SiN to the Si frame, thanks to
a localization of the mechanical mode at a defect in the center of a patterned membrane
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[63]. The phononic pattern is created inside the square SiN film itself with a central de-
fect at its core, and as a result, the mechanical mode is confined far from the membrane
border. The entire phononic crystal structure is depicted in Fig. 3.8. The size of the
defect is determined by the size of the unit cell of the phononic shield a.

For the soft-clamped design, the boundary conditions, stated for the square mem-
brane in (3.5), are modified. Instead of the membrane mode amplitude strictly decaying
to zero at the boundary, we consider a defect amplitude that needs to match the modes
in the pattern. In this way, the defect mode can evanescently couple into the pattern
structure and avoid the strong bending at the edge. As a result, soft clamping eliminates
the first dissipation term related to bending at the edges in Eq. (3.19), and the resid-
ual bending loss is now solely determined by the sinusoidal bending at the mode center,
which scales with the defect area ∝ 1/a2. It is worth noting that for thin membrane os-
cillators, surface effects dominate the intrinsic dissipation mechanisms, and the intrinsic
quality factor scales following Qint ≈ βd−1. Therefore, we expect an overall quality factor
dependence given by Q ∝ a2/d [63] illustrated in Fig. 3.5.
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Figure 3.5: Theory predictions for the quality factor Q depending (a) on
the defect size a and (b) on the membrane thickness d.

Similar to bandgap of the previously mentioned square membranes, the width of
the bandgap is defined by the contrast between pads versus the tether sizes [64]. How-
ever, due to the extreme ratio between thickness and unit cell size d/a ≈ 1 × 10−4, the
bandgap opened by the phononic pattern is not expected to be complete but rather
a quasi-bandgap according to simulations performed with the finite element method2

[162]. The bandgap is first simulated via the stationary stress distribution, shown in Fig.
3.6 (a), through a parametric sweep of a unit cell for an unconstrained structure [64].
This is followed by an eigenfrequency estimation, which can be visualized by a band di-
agram, as shown in Fig. 3.6 (b) and (c). The material parameters used for the simulations
are SiN density ρ = 2700kg/m3, applied film stress 1GPa, Poisson ratio ν = 0.27, and
Young’s module E = 270GPa. Even with an incomplete bandgap we expect more than a
40dB suppression of the mechanical amplitude in the phononic pattern.

For the design of the phononic pattern, determining the mass contrast between teth-
ers and pad, we are thus facing a trade-off between strong localization and thus protec-
tion from the radiative losses for a high mass contrast, at the cost of an increase in the
mode bending at the clamping point and the associated internal dissipation mechanism
for a low mass contrast. The optimal compromise has to be evaluated for the application.

2COMSOL multiphysics simulations
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3.6. Soft-Clamped Membranes

At room temperature, soft clamping that is counteracting an internal dissipation mech-
anisms is of paramount importance, whereas for cryogenic applications, the reduced in-
ternal damping rates might allow for a reduction in soft-clamping and thus a stronger
localization [64].
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Figure 3.6: (a): Simulations of the Von Mise stress of the phononic pattern
unit cell in GPa. Resulting band diagram with respect to the wave vector k
depending on the pattern geometry with a radius in (b) r = 50µm and in
(c) r = 45µm, assuming a stress of 1.2GPa, and a bridge width b = 20µm

resulting in a = 360µm respectively a = 330µm.

Our design follows the low-mass-contrast approach, and the phononic pattern is aim-
ing for a mechanical resonance frequency above 1MHz, in order to avoid technical noises
from lasers and electronics, with a phononic bandgap around this central frequency. This
involves design rules that are very similar to those discussed for the Si phononic shield
membranes.

The central frequency is mostly determined by the size of the central defect a in the
structure and the applied stress. The fundamental frequency reduces with increasing
defect size a, which should not exceed 400µm to prevent the frequency from dropping
below 1MHz for an applied stress of around 1.2GPa. The bandgap width depends on
the mass ratio between pads and tethers, which is determined by the hole diameter in
the pattern, 2r, and the bridge width b. The dimension of the bridge width is limited
by the fabrication yield of the tethers, as shown in the stress simulations that peak at
the tethers, see Fig. 3.8. For r = 50µm and b = 20µm we obtain a lattice constant of
a = 6r + 3b = 360µm, resulting in a bandgap width of 370kHz around the frequency
band of 1.2 to 1.5MHz. A smaller a can shift the bandgap up in frequency, as shown in
Fig. 3.6 (c) for r = 45µm, resulting in a lattice constant of a = 330µm and a bandgap
ranging from 1.3 to 1.7MHz. For comparison, a design with r = 50µm and b = 10µm is
simulated to open a bandgap of 450kHz around a very similar central frequency.

There are a few design details allowing to improve the properties of the SCM even
further. For instance the quality factors profit from designs that terminate the phononic
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pattern with half holes, in order to prevent low quality modes from existing at the edge
of the structure. These modes are undesirable as they can act as gateways for exterior
acoustic noise and may have mechanical frequencies that lie within the bandgap [145].
Furthermore, the force sensitivity can be boosted by introducing additional holes in the
pattern at the circumference of the central defect, leading to a reduction of the effective
mass of the defect mode [145].
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Figure 3.7: (a): Theory predictions for optomechanical coupling depend-
ing on the membrane thickness compared to the membrane reflectivity
(blue) on the left axis for both the square (orange) and the SCM (red).
(b): Resulting cooperativity for an environmental temperature T = 10K

for various defect sizes a.

3.6.2 Optomechanical Coupling

During the design process of a mechanical oscillator for optomechanical experiments,
it is crucial to consider the membrane thickness, which affects both the reflectivity and
the effective mass, ultimately influencing the optomechanical coupling strength g0. Ad-
ditionally, the thickness also impacts the quality factor, creating a trade-off that is best
evaluated using the quantum cooperativity [see Eq. (1.61)], which is given by the ra-
tio between the measurement rate Γmeas ∝ g2

0 ∝ r2
m/m, and the thermal decoherence rate

γm,th ∝ Q−1. A quantum cooperativity Cqu > 1 benchmarks the entry into the quantum
backaction dominated regime [cf. Ch. 1], and thus into quantum experiments [44]. Here,
we will only consider the influence of the membrane design criteria on this value for the
optical cavity used in the experiment.

Figure 3.7 illustrates that the square and the SCM are expected to have comparable
vacuum coupling strengths, peaking at a thickness of approximately d = 70nm. This
thickness is slightly lower than the optimal value for reflectivity, which would be at
λ/4 ≈ 100nm, due to the impact of the the effective mass on g0. However, when consid-
ering the cooperativity at moderate cryogenic temperatures (T = 10K), the soft clamped
membranes are predicted to have significantly higher cooperativities Cqu ≫ 1 owing to
their higher quality factors, which vary linearly with the membrane thickness d. On the
other hand, the square membrane is expected to have a much lower quality factor, with
a cooperativity barely exceeding Cqu > 1. Note that we did not consider any modifica-
tion of the quality factor with thickness for the square membrane, as losses are primarily
dominated by bending at the edges.
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(a) (b) (c)

Figure 3.8: Microscope images showing details of different SCM designs.
(a): Half hole termination at the upper edge. (b): Additional holes in the

pattern at the center defect. (c): Whole structure.

3.6.3 Experimental Samples

We will now consider three variations of SCM designs with holes of sizes r = 45µm (De-
sign 1), r = 50µm (Design 2), and Design 3, featuring r = 50µm and an additional ring
of small holes at the center of the defect and half-hole terminations on two of the four
membrane edges. The characteristics of these membrane designs are listed in Tab. 3.1.
The thermal displacement spectra of membrane SCM-22-S1 is displayed in Fig. 3.9. We
can identify a bandgap in the spectral region around the fundamental defect mode at
f = 1.34MHz. In general we observe that the spectrum is more densely populated than
for the square membranes. This is on the one hand due to the incompleteness of the gen-
erated bandgap, and on the other hand due to the numerous modes that are supported
in the patterned structure. However as long as the spectral region around the main peak
of interested remains mostly depleted of spurious noise peaks, the mechanical mode of
interest can be expected to be addressed without further disturbance.
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Figure 3.9: (a) : Thermal displacement spectrum of the membrane SCM-
22-S1 at room temperature. (b): Zoom into the bandgap region.

3.7 Optical Readout

Since the control of the mechanical motion in our optomechanical experiments is medi-
ated by a light beam, the theoretically predicted optical readout efficiency, influenced by
the geometrical dimensions of mechanical mode and the optical light beam, is considered
as an important design parameter. The strength of the optomechanical coupling depends
on the combination of the light field distribution coinciding with the mechanical mode
shape under consideration. In fact, the light field performs a weighted average over the
mechanical displacement amplitude distribution according to its intensity profile [163].
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The optical mode used for probing is the fundamental TEM00, which has a transverse
intensity profile in the x,y plane given by

φopt(x,y) ∝ e
−2 x2+y2

w2
0 , (3.20)

where w0 is the cavity mode waist. The overlap between the mechanical and the optical
mode is expressed by the efficiency coefficient [55]

ηij =

∣∣∣∣∣∣

∫ lx

0

∫ ly

0
uij(x,y)φopt(x,y)dxdy

∣∣∣∣∣∣ , (3.21)

and the effective optomechanical coupling strength then results in g0→ ηijg0. For a good
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Figure 3.10: Expected amplitude of the mechanical and optical modes,
each normalized to their maximal amplitude A0, illustrating the optical
overlap between the cavity light beam and the mechanical modes of (a)
the square membrane and (b) the SCM modes. (c): Computed overlap
efficiency coefficient η for the experimentally relevant mechanical modes
based on the ratio between the beam waist w0 and the characteristic length
of the membrane L, either the side length l for the square membrane, or

the defect diameter a for the SCM.

overlap, it is essential to position the optical beam at an anti-node of the mechanical
mode, and the optical waist should be much smaller than the mechanical wavelength
λij = 2l/

√
i2 + j2. For the square membrane of side length l = 400µm, which has λ11 =

560µm and the flexural mode shape as stated in (3.6), together with a standard cavity
waist of 38µm used in our experiments, this is satisfied for the lower mechanical modes.
In fact, we find that for a cavity beam aligned in the center of the membrane, η11 = 0.97.
In the optomechanical experiments, we aim to couple to the (2,2) mode, which is why
the beam is placed in one of the four quadrants, resulting in an ideal overlap η22 = 0.88.
In that case, we expect a reduction of the coupling to the (1,1) mode to η11 = 0.68. For
a higher order mode, such as the (6,6) for instance, the overlap coefficient is already
drastically reduced, and we expect η66 = 0.33.

78



3.8. Characterization Measurements

For the nearly circular mode shapes of the SCM, the theoretical prediction is plotted
in Fig. 3.10 for two different defect sizes, resulting in η0 = 0.72 for a = 330µm and
η0 = 0.75 for a = 360µm. We can deduce as a rule of thumb that the cavity waist should
not be larger than one quarter of the defect size.

3.8 Characterization Measurements

Figure 3.11: Optical setup for membrane characterization, starting from
the laser light that is split into a local oscillator and a probe beam that is
fiber coupled, with the fiber out-coupler and an objective to focus the light
beam on the membrane center on a motorized translation stage. The back-
reflected light is both imaged on a camera and overlapped with the local

oscillator for detection in a homodyne setup.

We can characterize the nanomechanical membranes by determining the displace-
ment spectrum, quality factors and spatial mode shapes of individual mechanical modes.
Therefore, we place the membranes inside of a high-vacuum chamber at room tempera-
ture, embedded in an optical setup that is presented in Fig. 3.11. We address the mem-
brane with a laser beam at a wavelength of λ = 780nm, passing through a polarizing
beamsplitter cube and a quarter waveplate, such that the light reflected back from the
membrane is separated from the ingoing beam and is combined with a local oscillator
for a homodyne detection. The homodyne phase is controlled by a piezo-actuated mirror
in the path of the local oscillator. Fixing the phase between the signal and the local os-
cillator to a constant value around zero, allows us to detect the phase quadrature of the
backreflected light carrying the phase modulation created by the mechanical vibrations.
The path length of the local oscillator is deliberately increased to make it more similar to
the signal path length and improve the balanced detection. Figures 3.3 and 3.9 display
the thermal displacement spectra for a square membrane and a SCM respectively. Addi-
tionally, the optical setup allows to illuminate the membranes with red LEDs and split
off a small amount of light with a 90:10 beamsplitter cube to focus it on a CCD camera,
obtaining the images shown in Fig. 3.12. Furthermore, the same optical setup allows to
measure the quality factor of the membranes via ringdown measurements and image the
mechanical mode shape using a piezo-actuated raster scan.

3.8.1 Quality Factor

The quality factor can be determined from the decay time of the mechanical oscillator,
while it rings down to its steady-state thermal occupation. Therefore, we excite a specific
mechanical mode by applying a drive at its resonance frequency using a piezo actuator
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Name r (µm) b (µm) Design # f (MHz) Q (106)
SCM-20-S1 45 20 1 1.27 57
SCM-20-S3 50 20 2 1.21 8

1.31 52
SCM-22-S1 50 20 2 1.34 74
SCM-22-S2 50 20 3 1.21 63
SCM-22-S6 50 20 3 1.19 8.3

Table 3.1: Characteristic parameters of various SCM designs.

(a) (b) (c)

Figure 3.12: Three camera images of SCMs. (a): Tether that yielded spon-
taneously while mounted inside vacuum chamber without external inter-
vention. (b): Dust particle on the phononic shield. (c): Focused laser

beam in optical test setup on the defect of a SCM.

mounted below the membrane holder inside of the vacuum chamber. Alternatively, we
can apply an amplitude modulation to the ingoing light using an electro-optical ampli-
tude modulator (EOAM)3 as shown on the optical setup sketch in Fig. 3.11. Both methods
allow to populate the targeted mechanical mode with a high number of excitations. After
switching off the drive, we extract the rate at which the excitations decay, which deter-
mines the damping of the mechanical oscillations as stated in Eq. (3.9). The evolution
of the excitations follows n̄(t) = n̄(0)e−γmt, and allows us to infer the mechanical damp-
ing rate, and consequently, the quality factor using the expression Q = Ωm/γm. Figure
3.13 shows two exemplary ringdowns, illustrating the ringdown of a square membrane,
resulting in a quality factor of Q = 1.5× 106 for the (2,2) mode at f = 1.93MHz. In com-
parison, we obtain Q = 75 × 106 for a SCM defect mode at f = 1.34MHz, resulting in
Qf ≈ 1014 Hz for that particular mode.

3.8.2 Mode Imaging

To image the mechanical mode shape, we use a raster scan measurement setup shown
in Fig. 3.11, which was built by Bachelor student Gabriel Gysin. For this purpose, the
laser light is fiber-coupled, and both the out-coupler, together with the objective lens4,
used to focus the laser to a beam waist of 4µm, are mounted on a piezo-actuated5 two-
dimensional translation stage6. The piezo step size amounts to 0.047µm. The motor-
ized piezo-actuators allow us move the incident light beam in the plane parallel to the

3Thorlabs EO-AM-NR-C1
4Thorlabs 1-inch Achromatic Doublet f = 50mm in a Thorlabs zoom precision mount
5Newport Closed Loop Picomotor Actuators 8311, New Focus Picomotor Controller 8743-CL
6New Focus Model 9066-XYZ-M
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Figure 3.13: Ringdown measurement at room temperature (a) of the (2,2)
mode of the square membrane 1-50-226/1 with f = 1.9MHz and (b) the
fundamental defect mode of the SCM-22-S1 membrane with f = 1.3MHz.

membrane surface, which can thus be scanned in two dimensions. At each step a spec-
trum of the mechanical displacement is acquired using the backreflected light from the
membrane, coupled back into the fiber and sent onto the homodyne detection scheme as
described previously. To increase the processing speed, we perform 275 piezo steps be-
tween consecutive acquisitions, resulting in a spatial resolution of ∼ 7µm. More details
regarding the mode imaging setup can be found in [164].

A two-dimensional plot illustrating the spatial mode distribution of a certain me-
chanical mode is obtained by integrating each spectrum (acquired with a resolution
bandwidth of 25Hz) in a spectral window around the chosen mode frequency. Figure
3.14 illustrates the mode shapes recorded for each mechanical mode that shows a visi-
ble peak in the displacement spectrum in Fig. 3.3 for the square membrane. Also for
the SCMs the mechanical displacement peaks visible in the spectrum in Fig. 3.9 can be
associated to the mode shapes shown in Fig. 3.15 and 3.16.

In particular, raster scans allow us to shed light on the mechanical mode shape for
SCM and associate the measured quality factors to well-defined defect modes. For the
SCM-20-S1 and SCM-20-S3 devices, we measure high quality factor (Q > 50 × 106) for
modes that do not coincide with the fundamental defect modes reported for similar
structures in the literature [63, 64]. Additionally, in the spectra, we observe a splitting
of the fundamental mode into three distinct frequencies, which could be explained by a
hybridization of the defect mode with modes in the structure in the three directions of
symmetry. For the newer generation of devices, SCM-22-S1 and SCM-22-S2, the quality
factors Q > 70 × 106 appear for the fundamental defect mode, which meet the require-
ments for a sufficiently high optomechanical coupling strength in an optical cavity.

To gain insights into the lack of high quality factors for some samples, we analyze the
mode localization at the center defect. Therefore, we plot the mode amplitude averaged
over the central line, as shown in Fig. 3.17, for the points within the black lines. For ex-
ample, when comparing SCM-22-S1, SCM-22-S2 and SCM-22-S6, displayed in Fig. 3.17,
we observe Q > 50×106 for S1 and S2, while for SCM-22-S6, the same mode only achieves
Q ≈ 8×106. We plot the exponential decays following ∼ e−γj (X−X0) and ∼ e−γj (Y−Y0) in both
X and Y direction across the sample (orange), where γj is the decay parameter of mem-
brane sample SCM-22-Sj. Indeed the devices with higher Q factors have a larger decay
parameter γ1 = γ2 = 2γ6. This suggests to draw a link between a strong localization at the
center defect, and thus a stronger spatial amplitude decay away from the central defect
and the appearance of high quality factors (Q > 50× 106).
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Figure 3.14: Raster scan of the square membrane 1-50-226/1, showing
the lowest frequency drum modes, in sequential order as marked in the

spectrum in Figure 3.3

3.9 Conclusion

In this chapter, we discussed the theoretical framework for describing the vibrations of
membrane mechanical oscillators. We considered the various dissipation mechanisms
present in these oscillators and described two design strategies that lead to the reduction
of dissipation for certain mechanical frequencies: a phononic shielded square membrane
mitigating radiative losses, and a SCM that additionally reduces the bending losses. We
not only considered the design criteria for a high quality factor, but also for a strong
coupling to a beam of light, which will be useful for our optomechanical experiments.
Furthermore, we described an optical setup to characterize the mechanical displace-
ment amplitude, quality factors, and mode shapes and presented the resulting measure-
ments for both phononic shielded square membranes, and SCMs. For the square mem-
branes we measured quality factors of Q = 1.5 × 106 for the (2,2) mode at a frequency
of f = 1.93MHz at room temperature, whereas for the SCM we found Q = 75 × 106 at
f = 1.34MHz.

Furthermore, the mode shape imaging that we implemented using a motorized two-
dimensional raster scan is especially interesting for the SCM, where the correspondence
between resonance frequencies and mode shapes is not trivial, and illustrates a correla-
tion between a strong localization of the modes at the center and a high quality factor.
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Figure 3.15: Raster scan of the membrane SCM-22-S1, showing the two
lowest frequency spatial distributions in the spectral bandgap, at (a) f =

1.34MHz and at (b) f = 1.45MHz.
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Figure 3.16: Raster scans of the membrane SCM-22-S2, showing zooms
onto the defect for the lowest defect mode frequencies between f =

1.21MHz and f = 1.33MHz.
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Figure 3.17: Raster scans of the membranes (a) SCM-22-S1, (b) SCM-22-
S2, and (c) SCM-22-S6 for the fundamental defect mode. The sideplots
show the normalized amplitude averaged over the points within the black
lines. The exponential decay lines (red dashed) are plotted for visual guid-

ance.
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Chapter 4

Optomechanical Setup

The nanomechanical membranes described in the previous chapter, with their high qual-
ity factors and low masses, respresent one of the leading systems for optomechanical ex-
periments. We construct our optomechanical setup using these SiN membrane oscillators
and a free-space Farby-Perot cavity, as pioneered in [55]. This combination is especially
advantageous because it allows for the independent optimisation of the constituting ele-
ments.

The membranes used in this work are thin sheets with a film thickness that typically
lies between 30 and 100nm. Thus, their thickness is small compared to the optical wave-
length of 780nm at which we operate, allowing for the resolution of the standing wave
pattern of the light inside the cavity. Due to the refractive index of SiN, the vibrations
of the mechanical oscillator inside the cavity standing wave produces a modulation of
the cavity resonance frequency, which is measurable as a phase modulation on the out-
going light beam [55, 165]. The large area and the low effective mass of the mechanical
mode promote the extent to which the radiation pressure of the optical field modifies the
motion of the mechanical oscillator, given by the optomechanical coupling strength g0.

For the optomechanical experiments presented in this work the requirements on the
optical cavity consist in an efficient interface of the mechanical motion with light and
a fast response. That is why we aim for a strongly asymmetric cavity, where the losses
through the port that is not used for interfacing are minimized. The cavity mirrors are
chosen to reduce losses through the transmissive port while obtaining the desired cavity
bandwidth and spot size depending on the mechanical mode we plan to address. The
cavity mirror reflectivities are chosen such that most of the light (> 99%) is leaving the
cavity again through the incoupling port. Furthermore, with the frequency of the me-
chanical mode of interest Ωm/(2π) = 2MHz and the cavity linewidth κ/(2π) = 55MHz,
our membrane-cavity resides deeply in the unresolved sideband regime, providing a fast
cavity response. The mechanical signal effectively couples directly to the travelling field
outside of the cavity, with only a small delay (∼ 6ns) generated by the cavity.

In this chapter, we characterize the optomechanical interaction that occurs between
the optical cavity field and the inserted membrane. This membrane-cavity realizes a lin-
ear optomechanical coupling equivalent to the canonical formalism discussed in Ch. 1.
We present our experimental setup that includes the membrane-cavity, optimized for us-
age at cryogenic temperatures, as well as the optical and electronic components used to
address and detect the mechanical motion. We also discuss the associated characteriza-
tion measurements determining the optomechanical coupling strength and the mechani-
cal occupation number. These measurements are necessary to calibrate the experimental
results presented in Ch. 5.
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Chapter 4. Optomechanical Setup

4.1 Membrane-in-the-Middle

In the following we will present the theoretical description of a membrane-in-the-middle
system as depicted in Fig. 4.1.

Transfer matrix picture We begin by describing the so-called transfer matrix formal-
ism, which was elaborated in the pioneering works of [165, 55, 166] for a stack of optical
elements. This formalism establishes the relationship between the incident and trans-
mitted electromagnetic field when encountering different optical elements in a concise
notation. We will consider the matrices that arise for the most commonly encountered
optical elements [167] (section6.2). For instance, the transmission through a dielectic
element can be described in terms of the transfer matrix determined by its reflectivity r
and transmission t [167]

Md(r, t) = −1
t

(
t/t∗ −r∗
r −1

)
. (4.1)

The matrix at an interface between two media with different refractive index n1 and n2
results in

Mint(n1,n2) = − 1
2n1

(
n1 +n2 n1 −n2
n1 −n2 n1 +n2

)
. (4.2)

The propagation of the electromagnetic field with wavevector k = 2π/λ and wavelength
λ in a medium with refractive index n over a distance L is described by

Mp(L) =
(
eiknL 0

0 e−iknL

)
. (4.3)

The propagation through a thin dielectric membrane with a refractive index n and a
thickness d can thus be described by the transfer matrix
Mm = Mint(1,n)Mp(d)Mint(n,1) see section 7.1 of [167] . By associating the composed
matrix Mm with the expression in Eq. (4.1), we can determine the complex reflection and
transmission coefficients tm = 1/M(2,2)

m and rm = M
(1,2)
m /M

(2,2)
m , such that

tm =
2n

(1 +n2)i sin(nkd) + 2ncos(nkd)
,

rm =
(1−n2)i sin(nkd)

(1 +n2)i sin(nkd) + 2ncos(nkd)
. (4.4)

We proceed by considering the situation where the membrane is placed between two
highly reflective mirrors with reflection and transmission coefficients r1, r2 and t1, t2 re-
spectively. The origin of the membrane displacement xm, is chosen at the position of the
second mirror. The transfer matrix that describes the propagation through the membrane-
cavity can be expressed as a sequence of matrices corresponding to the beam passing
through the two mirrors, the membrane in the center, and the free propagation between
the optical elements

MMIM = Md(r2, t2)Mp(xm)Md(rm, tm)Mp(L− xm)Md(r1, t1). (4.5)
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4.1. Membrane-in-the-Middle

The complete transmission of light through the membrane-cavity, as illustrated in Fig.
4.1 results in (

Aout
0

)
= MMIM

(
Ain
Arefl

)
. (4.6)

In the following, we make the assumption that the reflection and transmission coeffi-

cients denoted as ri and ti respectively, have zero imaginary parts, such that ti =
√

1− r2
i .

This assumption holds when losses are negligible, and results in the expression of the
overall transmission and reflection

tMIM =
t1t2tmeikL

r1r2e2ikL + r1rme2ik(L−xm) + r2rme2ikxm − 1
,

rMIM = − 1
r2

(
1−

(1 + r2
2 )

(
r1rmeik(L−xm) − 1

)

r1r2e2ikL + r1rme2ik(L−xm) + r2rme2ikxm − 1

)
. (4.7)

The resonance condition of the modified cavity frequency ωc = ck with the propa-
gation speed of light in free space c, can be determined by finding the maxima of the
transmission coefficient numerically. This can be done by solving for the length of the
cavity L that satisfies |dtMIM(L)/dL|2 = 0, which is equivalent to determining the parame-
ters that maximize the intracavity power. The resulting equation for the general case, is
plotted in Fig. 4.2. For a high finesse cavity, the effect of different reflectivities of both
mirrors on the resonance frequency shift can be neglected [168].

(a) (b)

(c)

0.0 0.5 1.0 1.5 2.0

δxm[λ/2]

0

1

2

δω
c
[ω

FS
R
]

rm ≈ 0
rm = 0.37
rm = 0.6
rm ≈ 1

(d)

Figure 4.1: (a): Sketch of the in- and outgoing light fields of the op-
tomechanical setup, along with the circulating fields in both subcavities
formed by the membrane. (b): Two subcavities formed by the mechan-
ical oscillator with 1⃝: the low-reflective incoupling mirror, and 2⃝: with
the highly-reflective end mirror. (c,d): Modification of the optical cavity
frequency depending on the membrane displacement and reflectivity, for
relevant membrane thicknesses, in the case of a SCM (d = 35nm), a square
membrane (d = 100nm) and a highly reflective membrane, with the coarse
membrane position (c) x̄m = L/2 as described in Eq. (4.8) and (d) x̄m = 0

from Eq. (4.9)
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The mechanical position can be expressed as xm = x̄m + δxm where x̄m is the average
position and δxm the small displacement excursions. For certain membrane positions,
such as at the center or the end of the cavity (x̄m = L/2 or x̄m = 0), and assuming a small
modification of the resonance frequency (ωc = ωN + δωc) compared to the Nth order
mode frequency (ωN = Nπ/cL), we obtain a simplified resonance equation for the cavity
length. The membrane excursions δxm around the equilibrium position x̄m = L/2 result
in a modification of the cavity resonance frequency

δωc = 2ωFSR

(
N − (−1)N

2π
arccos

[
|rm|cos

(
2
ωN

c
δxm

)])
, (4.8)

with ωFSR = 2πc/(2L) the free spectral range. For a membrane placed at the end of a
cavity (x̄m = 0), the resonance condition is instead modified to

δωc = ωFSR

(
N − (−1)N

2π
arccos

[−1 + |rm|cos
(
2ωN

c δxm

)

1 + rm

])
. (4.9)

Both equations are plotted in Figure 4.1, where we additionally compare the modula-
tion of the cavity resonance frequency depending on the reflectivity rm of the inserted
mechanical element. We note that at the maximal slope of the modulation of the cav-
ity resonance, δωc is linearly modified by the mechanical displacement δxm and thus can
easily be described by the canonical coupling formalism that we have previously derived.

Furthermore, the resulting cavity resonance condition can be interpreted as two sub-
cavities, with lengths x̄m and L − x̄m, that have been split up more or less strongly de-
pending on the membrane reflectivity. Furthermore, the change in cavity resonance
frequency is directly related to the optomechanical coupling parameter, as previously
noted: g0 = −x0∂ωc/∂xm, where we only consider the linear coupling term, that occurs
where the slope of the resonance frequency modulation is maximal. This corresponds
to the situation where exactly one of the two subcavities is resonant with the light and
the other one is anti-resonant. This generates the largest imbalance in radiation pressure
between both sides of the membrane, leading to a strong optomechanical coupling, as
will be explained in more detail in the following section.

Subcavity picture As an alternative to the transfer matrix formalism, we can treat
the optomechanical cavity as being formed by two subcavities that are coupled via the
weakly reflective membrane element as illustrated in Fig. 4.1. For a very low membrane
reflectivity (rm ≈ 0), the cavity behaves as a single cavity, while for a very high reflec-
tivity, it behaves as two independent cavities. However, for intermediate reflectivites
(rm ≪ r1, r2) as expected for SiN membranes at a near infra-red optical frequency and
with a thickness between 30nm and 100nm, there is a strong coupling between both
subcavities, leading to avoided crossings and a modulation of the overall cavity reso-
nance frequency. This is due to the mechanical motion effectively changing the lengths
of the two subcavities, and thus their individual resonance frequencies.

We can derive an analytical expression for the optomechanical coupling strength us-
ing an intuitive approach, considering the radiation pressure force generated by the im-
balance of photon momentum kicks from both sides of the mechanical oscillator, as de-
scribed in [137].

The strength of the coupling depends on the distribution of the light field inside
the cavity at the exact position of the membrane, given by the imbalance of light from
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Figure 4.2: Theory predictions for optomechanical coupling and cavity
parameters depending on the membrane position δxm in the cavity stand-
ing wave for various membrane thicknesses d (left) and different coarse

placements inside the cavity x̄m (right).

either side of the membrane, which itself is determined by its position. As the membrane
thickness is only a fraction of a wavelength, the membrane is capable of resolving the
nodes and antinodes of the cavity standing wave.

The photon lifetime in each subcavity is given as τ1 = 2(L−xm)/c and τ2 = 2xm/c. The
population distribution for each of the subcavities then results in

n1 = τ1(|C1|2 + |C2|2),

n2 = τ2(|C3|2 + |C4|2). (4.10)

The cavity fields Cj are defined according to the sketch shown in Fig. 4.1, and are given
by

C1 = −C2e2ik(L−xm), C3 = tmC1 + rmC4,

C4 = −C3e2ikxm , C2 = rmC1 + tmC4. (4.11)
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Figure 4.2: Theory predictions for optomechanical coupling and cavity pa-
rameters depending on the membrane position δxm in the cavity standing
wave for various mechanical thickness d (left) and different coarse place-

ments inside the cavity x̄m (right).

The effective radiation pressure force acting on the mechanical oscillator is given by the
difference between photon impacts from both sides, which can be expressed as

Frad = 2ℏk(
n1

τ1
− n2

τ2
). (4.12)

We recall that for the canonical case of a cavity with a movable end-mirror, the radiation
pressure results in Frad = ℏg0n̄c/x0 in terms of the total cavity population number n̄c =
n1 +n2.

By equating the two expressions for the radiation force, we can infer the optomechan-
ical coupling rate as:

g0 = x0
2k

n1 +n2

(n1

τ1
− n2

τ2

)
. (4.13)
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Solving the system of equations given in Eqs. (4.11), we obtain the analytical expression
for the coupling strength

g0 = x0
ωFSR

λ

4|rm|L[|rm| − cos(2kxm)]
L(1 + |rm|2)− 2|rm|2xm − 2|rm|(L− xm)cos(2kxm)

. (4.14)

Figure 4.2 illustrates the optomechanical coupling parameter for different membrane po-
sitions and thicknesses, while Fig. 4.1 shows that when the subcavity lengths are asym-
metric, the maximal slope of the frequency modulation increases significantly for the
shorter cavity, resulting in a greater optomechanical coupling. Indeed for the optimal
placement of the mechanical oscillator, the maximally achievable optomechanical cou-
pling strength can be approximated for a small membrane reflectivity (|rm| ≪ 1) by

gmax
0 ≈ 2x0ωL

|rm|
L

. (4.15)

Furthermore, the modulation of the population number leads to a modification in the
finesse. The overall finesse of the cavity results from the combination of losses through
both mirrors, such that a higher fraction of photons in the higher reflective cavity results
in an increased overall finesse. The energy stored in the cavity is given by

E = ℏωL(n1 +n2), (4.16)

with the ingoing light frequency ωL, and the decay described as

∂tE = −κE = −ℏωL

(
|t1|2n1

τ1
− |t1|2n2

τ2

)
, (4.17)

which leads to the expression for the steady state cavity decay rate

κ =
|t1|2n1/τ1 + |t1|2n2/τ2

n1 +n2
. (4.18)

Without the membrane, we find the linewidth for the empty cavity κ0 = (|t1|2 + |t2|2)/τ
and for the subcavities κj = |tj |2/τj . Hence the finesse in comparison to the bare cavity
finesse F = 2π/(|t1|2 + |t2|2) turns out to be

F = 2π
ωFSR

κ
= ωFSR

n1 +n2

|t1|2n1/τ1 + |t1|2n2/τ2
. (4.19)

In the case of a strongly asymmetric cavity, where port 1 is used as the cavity in- and
outcoupling port, the cavity incoupling efficiency ηc is completely defined through that
port. In fact, it is given by the ratio between the light leaving the cavity through the
output port and the amount leaving the cavity in total, following

ηc =
κ1

κ
=

|t1|2|A2|2
|t1|2|A2|2 + |t2|2|A3|2

. (4.20)

For our experiments, where we use the same cavity port for incoupling and for detection,
we are aiming the largest possible incoupling efficency, ultimately limited by imperfect
mode matching. We note that if the reflectivities of the two subcavities end-mirrors differ,
a variation in the resonance conditions for either the first or the second subcavity thus
leads to a modification of the cavity linewidth and cavity incoupling.

93



Chapter 4. Optomechanical Setup

The overall cavity transmission T = |tMIM|2 can be inferred directly from the photon
occupation number of the second cavity n2 and the transmission of the second mirror
t2. As shown in Fig. 4.2, the normalized transmission TMIM/T0 where T0 is the transmis-
sion of the empty cavity, provides a strong indication of the position of the membrane
in the cavity standing wave δxm. When the membrane is placed close to one end of an
asymmetric cavity (x̄m ≪ L/2), an increase in transmission and cavity finesse coincides
with the maximal coupling position. In the experiment, the intensity of the light leak-
ing out through the transmissive port can be directly measured, providing a convenient
tool for estimating the cavity linewidth and the corresponding membrane position and
optomechanical coupling strength.

Our main interest lies in the reflection amplitude R for a given cavity incoupling
ηc = κ1/κ, where the total cavity losses κ are entirely due to the two incoupling ports, i.e.
κ = κ1 +κ2, such that reflection is given by R = 1−T , and corresponds to the signal that
is mostly used for detection of the mechanical displacement.

In summary, we have derived all the necessary parameters required to perform a
full characterization of the optomechanical cavity, namely the optomechanical coupling
strength related to the variation in the cavity frequency, the cavity finesse and linewidth,
the transmission allowing for direct deduction of the membrane position, and the incou-
pling efficiency, which is an important experimental parameter.

4.2 Optomechanical Setup

We now turn to the description of the optomechanical setup that is used for the exper-
imental results shown in this work. At the heart of our experimental setup stands a
free-space optical cavity that has been specifically designed for coupling the cavity light
field to the membrane oscillator and is suitable for use at cryogenic temperatures. In the
following sections, we will describe the composition of the membrane-cavity as well as
the optical setup in which it is embedded, used to characterize its properties.

4.2.1 Cryogenic Cavity Design

We consider an optical cavity consisting of two free-space mirrors arranged in a plano-
concave configuration. The curved mirror has a curvature radius R = 30mm and the
cavity length is L = 1mm, resulting in a beam waist of w0 = 40µm at the position of the
membrane, at approximately 0.2mm from the flat mirror, and a Rayleigh range of zR =
6mm. Consequently, the beam size does not vary strongly over the length of the cavity,
and does not change significantly depending on the exact placement of the membrane.

We drive the optical cavity with a light beam of wavelength λ = 780nm. At this
wavelength, the cavity mirrors have reflection coefficients of R1 = 0.995 and R2 = 0.9999,
respectively. The finesse of the cavity without the membrane is F = 1200, with a free
spectral range of ωFSR/(2π) = c/(2L) = 150GHz, resulting in an overall cavity linewidth
of κ/(2π) = ωFSR/(2πF ) = 100MHz. As shown in Fig. 4.2, the motion of the membrane
modifies the properties of the cavity. Specifically, for the coarse placement of the mem-
brane (x̄m = 0.2L) used in the experiment, we expect the cavity linewidth to vary by
approximately 25% depending on the fine-tuned position of the mechanical oscillator
within the cavity standing wave. The experimentally chosen membrane placement re-
sulting in the maximal optomechanical coupling strength entails a cavity linewidth of
κ = 2π × 55MHz.
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The cavity design is tailored to meet the specific requirements for cryogenic operation,
closely following the previous design described in [169]. The main support material
consists in titanium, owing to its stiffness, light weight and small thermal expansion.
However, its low thermal conductivity is a disadvantage as it hinders fast membrane
thermalization to the environment. The mirrors are glued in three distinct points using
vacuum and croygenic compatible epoxy1. To ensure stability, the mirror mounts are
clamped together with the piezo actuators under pretension. The piezo actuators2 can
move the mirrors and adjust the membrane position with respect to the cavity standing
wave. The membrane is clamped to the mount and is not movable itself. A side view of
cavity assembly is shown in Fig. 4.3.

As acoustic resonances in the cavity pieces are a concern [48], the resonances of the
cavity mirrors have been simulated using finite element methods3, taking into account
two mirror designs with diameters of 12.7mm (half-inch) and 8mm. The analysis of
the expected eigenmodes reveals that both mirrors exhibit eigenfrequencies that are low
enough, i.e. less than 10kHz, to be accounted for by the cavity lock. In fact, during a
spectral response measurement, where one of the piezos is excited at a certain frequency
and its response in the cavity lock signal is acquired, the empty cavity shows no signifi-
cant resonances up to 100kHz except for a very small resonance at 2.5kHz.

4.2.2 Clamping Optimization

Experimental evidence proves that the precise anchoring mechanisms are crucial for fix-
ing the square membranes to the support without introducing acoustic resonances or
coupling to noisy support modes [170]. Acoustic resonances occur due to constructive
interference between the normal modes of the piezo actuators and the mounting struc-
ture, leading to instabilities in the locking mechanisms.

Additionally, the stringent requirement of alignment maintenance during cryogenic
cooling further requires a careful selection of clamping materials. In previous experi-
ments, a massive titanium piece used as a clamp was found to be insufficient, and has
been replaced with a stack of a 125µm thick kapton sheet directly in contact with the
membrane, combined with a sheet of brass (CuBe2) with a thickness of 200µm as a re-
inforcement. The kapton sheet is intended to serve as a soft clamping material for the
square membranes. Experiments with viton, although soft and capable of damping some
cavity resonance, exhibited low frequency resonances. Various combinations of clamp-
ing materials were tested with a membrane in the optical cavity using the frequency
response measurement, as described previously for the empty cavity, with driving fre-
quencies ranging from 1 to 20kHz. It was found that resonances that are not present in
an empty cavity configuration can be modified with the correct clamping combination,
with the goal to minimize resonances for frequencies below 12kHz. The clamping mate-
rials and the final configuration used in the subsequent optomechanical experiments are
illustrated in Fig. 4.3.

1Stycast 2850 FT, catalyst 9
2Piezomechanik HPCh 150/15-8/3
3COMSOL multiphysics
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(a)

(b) (c) (d)

Figure 4.3: (a) Sideview sketch illustrating the arrangement of the cavity
mirrors and their corresponding piezo actuators, around the membrane
that is in direct contact with the main mount. Pictures of (b) different
clamping materials, brass, kapton, viton and titanium, (c) the final clamp-
ing configuration with a stack of kapton and brass and (d) the assembled

cavity side view.

4.2.3 Temperature Control

The environmental temperature of the membrane-cavity is controlled using a flow cryo-
stat4 that is operated with liquid-helium at 4.2K. The cryostat installation has been
described in [169], the main difference being a larger cryostat base diameter which fa-
cilitates mounting of the cavity. The temperature is controlled based on a temperature
sensor attached to the cold plate of the cryostat, and is regulated using a PI loop on a
magnetic flow-control valve of the heated exhaust gas that leaves the cryostat and en-
ters the recovery network of the physics department. With this PI loop, we are able to
maintain the cryostat temperature constant with fluctuations limited to 0.1K. Further-
more, there is a voltage-controlled proportional valve for pressure control of the dewar,
maintaining a pressure of 3 psi during cryogenic operation.

To investigate the thermalization of the cavity with respect to the cold plate temper-
ature indicated by the integrated temperature sensor, we perform a scan of the cavity

4Cryovac GmbH, KONTI Mikro, UHV compatible, with DN160CF flange
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piezos over multiple resonances of the cavity. The temperature-dependent piezo capaci-
tance leads to a variation in the stroke range for an identical applied voltage, allowing us
to estimate the temperature based on the required voltage difference needed to scan the
cavity over the resonances.

Figure 4.4 illustrates the transmitted signal corresponding to the cavity resonance,
when scanning the position of both cavity mirrors for two different environment temper-
atures, once at room temperature and once at a cryostat set temperature of Tset = 10K.
The modulation in the cavity resonance is due to the changing position of the membrane
in the cavity field when both cavity mirrors are moved. Assuming that the cavity length
is not modified by the change in temperature, we observe that the piezo stroke is roughly
reduced by a factor 2. In addition, we can directly measure the piezo capacitances to ob-

(a) (b)

Figure 4.4: (a): Two-dimensional cavity mirror piezo scan at room tem-
perature T = 300K and (b) at the set cryostat temperature Tset = 10K
normalised to the maximal transmission. The modulation of the cavity
resonance is due to the variation in the position of the membrane with re-

spect to the cavity field.

tain an indication of their temperature. At room temperature, the capacitances amount
to 820nF and 780nF, while they reduce to 175nF and 156nF at the set cryostat temper-
ature Tset = 10K. Furthermore, we can utilize the correspondence between temperature
and the area of the thermal displacement power spectral density, as described in Sec.
4.5.1, to verify the agreement between the temperature indicated by the cryostat sensor
and the temperature that the mechanical mode is effectively thermalized to.

The average Helium consumption for the continuous operation at different tempera-
tures ranges from 0.2Lh−1 at a base temperature of Tset = 120K, to 3Lh−1 at Tset = 4K.

4.2.4 Mechanical Temperature Dependence

The environmental temperature has an influence on the material properties of SiN, espe-
cially on the internal loss mechanisms, which are slowed down at cryogenic temperatures
and thus modify the Q factor. Since only the cavity setup is equipped with a cryostat, we
perform cavity ringdowns at different temperatures to determine the temperature depen-
dence of the quality factors. These are performed with low optical powers and a coarse
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membrane position that minimizes the optomechanical coupling and thus the dynami-
cal backaction effects. We measure an increase of the quality factor from Q = 1.9 × 106

at room temperature to Q = 3 × 106 for the set cryostat temperature Tset = 60K and
Q = 3.2× 106 at Tset = 10K, which is in good agreement with previous reports [63, 171],
where additionally we would expect a drastic increase in the quality factor if the envi-
ronmental temperature reduces below 1K. Furthermore, the change in environmental
temperature entails a shift of the mechanical resonance frequency of 40kHz between
room temperature and Tset = 20K.

4.2.5 Optical Setup

Figure 4.5: Sketch of the optical setup used for the coherent feedback dou-
ble pass experiment. One laser beam emitted by the TiSaph laser is split
into the probe beam âin

1 (red) and the auxiliary local oscillator âaux (yel-
low). Another portion of the probing beam is split off as a local oscillator
for in-loop homodyne detection. The first beam is transmitted through
polarizing cube (C1) and passes an optical telescope and stack of λ/2 and
λ/4 waveplates to compensate the cavity birefringence before the incou-
pling into the cavity, where it forms the cavity field ĉ1. The backreflected
beam âout

1 passes C1 through the incoming port and is split from the in-
going beam by an optical isolator. A small portion is directed towards
a homodyne detection setup, and a fast photodiode for the cavity lock.
The remaining part of âout

1 is combined on a non-polarizing beamsplitter
cube (C2) with the auxiliary local oscillator. The combined beam âin

2 (blue)
propagates together in the optical fiber before a small fraction is detected
to produce the error signal for the loop phase lock. The polarization of
âin

2 is rotated such that it passes C2 through the reflective port, ensuring a
polarization of the cavity field ĉ2 orthogonal to ĉ1. The backreflected beam
retraces its ingoing path and is separated from the ingoing beam by an op-

tical isolator, after which it is discarded out of the loop.

The optical setup sketched in Fig. 4.5 has been built up completely during the course
of this thesis, and consists mostly of free-space optical components that guide the laser
beams to the optomechanical cavity and the detection.

A single light beam emitted from the TiSaph laser5 is split into two separate beams,
each of which passes through a free space acousto-optical modulator (AOM) and fiber-
coupled electro-optical modulator (EOM). The main optomechanics beam (depicted in

5MSquared (Sols TiS)
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red) is intensity stabilized through a feedback loop on the AOM before being split into a
local oscillator (LO) used for homodyne detection, and the probing beam. This probing
beam passes an optical isolator in the forward direction, followed by a λ/2 waveplate and
a thin film beam polarizer cube (C1), which is used for the combination and splitting of
the two passes, in the coherent feedback experiment. Furthermore, all beams coupled
into the cavity share the same path through a periscope, a telescope and a stack of λ/4
and λ/2 waveplates to correct for the cavity mirror birefringence before coupling into
the cavity. The transmission through the highly reflective mirror of the cavity is detected
both on a photodiode and on a CCD camera, as shown in Fig. 4.12.

The beam that leaks back out of the low reflectivity mirror passes back through the
same optics and the identical port of the first beam-splitter cube, until it reaches the
optical isolator where it separated from incoupling beam. A small portion of the back-
reflected beam (approximately 10%) is sent on a homodyne detection and overlapped
with the local oscillator to provide the phase detection of the outgoing light beam. Fur-
thermore, along the beam path, a small portion of the light is detected on a fast photodi-
ode for the cavity lock [cf Sec. 4.2.6].

In double pass experiments, the majority of the backreflected light is combined on
a non-polarizing cube with an efficiency ηaux (C2) with an additional local oscillator
(LOaux, depicted in yellow), before both beams are coupled into a fiber. The intensity
of the auxiliary local oscillator can be stabilized based on the light leaking through the
uncoupled port of the combining cube (C2), and by actuating on an AOM. The com-
bined beam (depicted in blue), consisting of the LOaux and âout

1 , travels through the non-
polarization-maintaining optical fiber6. The polarization after the fiber can be adjusted
using fiber paddles. After the fiber, a small portion of the combined beam is split off
using a polarizing beamsplitter cube and is detected on a photodiode. This fraction of
the combined beam provides the interference locking signal between the two beams, ul-
timately defining the loop phase ϕ. The phase lock is implemented by a piezo-actuated
mirror in the beam path of LOaux [cf Sec. 4.2.7].

Moreover, the combined beam continues its path to the cavity, passing through an
optical isolator and a λ/2 waveplate before meeting the combining beamsplitter cube
(C1) for a second time and being combined with the first incoming beam. The optical
losses accumulated during the combined propagation are summarized in ητ .

Upon entering the polarizing cube C1, the two beams are in orthogonal polarizations.
The orthogonality of their polarizations can be used to separate the corresponding beams
backreflected from the cavity with high precision, in order to avoid spurious interference
effects. Therefore, polarization optics with high extinction ratios are required, especially
for the cube C1 and the waveplates directly in front of the cavity.

In fact, we observe that the cavity mirror birefringence becomes noticeable for cryo-
genic temperatures below 100K. In this case we have to add a stack of λ/4 and λ/2 wave-
plates in front of the cavity for compensation of the birefringence. This can be explained
by temperature-dependent stress on the mirrors and the support structures.

Furthermore, analogous to the first beam, the backreflection of the second pass re-
traces its steps until it reaches the optical isolator, where it is split off from the forward-
travelling beam and is discarded out of the loop, potentially available for detection.

The efficiencies through the optical setup are η1 = 0.91 for the cavity incoupling of the
first beam, the efficiency of the combination of the local oscillator with the outgoing light

6Thorlabs 780 HP, between 1m and 71m long

99



Chapter 4. Optomechanical Setup

ηaux = 0.87, the common propagation loss ητ = 0.3, and the second pass cavity incoupling
efficiency η2 = 0.9, resulting in an overall double pass efficiency of η = 0.22.

The signal detection is performed on a homodyne detection set, using a balanced
detector7. The photodiode signal is sent onto a fully a digital lock-in amplifier8 (LIA),
that provides us with the demodulation at the desired mechanical frequency and results
in a spectrum with a rather narrow bandwidth < 500kHz,

4.2.6 Cavity Lock

Figure 4.6: Sketch of the electronic setup used for the optomechanical
cavity lock, and measurement-based feedback. The signal of the VCO is
sent to an EOM which produces a phase modulation on the ingoing light
field. The backreflected light from the cavity is detected in a homodyne
scheme. The detected mechanical displacement signal can be processed
using an FPGA and is subsequently fed back to the ingoing light beam,
thus enabling feedback cooling. Furthermore the backreflected light is also
detected on a fast photodiode, and demodulated at the EOM modulation
frequency. The high frequency signal of this demodulation contains the
membrane signal directly. The low frequency part can be used to imple-
ment the cavity lock. We have both access to a fast proportional lock on a
fast piezo in the TiSaph laser, and integral gain lock on the cavity mirror

piezo.

In our optomechanics experiments, one of the cavity mirror piezos is used to lock the
cavity length to the laser frequency, in order to stabilize the cavity resonance frequency
as sketched in Fig. 4.5. Mostly, the lock is executed on the piezo actuator mounted on the
curved cavity mirror, which is further away from the membrane and has less influence on
the optomechanical coupling strength than the flat mirror. The piezo actuator has a ca-
pacitance of 800nF at room temperature, which, in combination with our HV amplifier

7Electronic Workshop University of Basel, Balanced Photo-Detector SP1023, with a 50 MHz BW and gain
104 V/A

8Zurich Instruments HF2LI 50 MHz
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limits the bandwidth of the feedback to 4kHz. In comparison, at cryogenic tempera-
tures of 20K, where the piezo capacitance reduces to 170nF, the bandwidth increases to
18kHz.

The error signal for the cavity lock is generated using a Pound-Drever-Hall (PDH)
scheme [172, 173], with a phase-modulation at a frequency fPDH = 360MHz, larger than
the cavity linewidth κ/(2π) = 55MHz. The signal detection and processing paths for the
locking scheme are illustrated in Fig. 4.7. The incoming light field is phase-modulated
by an EOM with an RF signal provided by a voltage-controlled oscillator (VCO9). As
the modulation frequency exceeds the cavity linewidth, the modulation sidebands are
mostly reflected by the cavity incoupling mirror, providing a phase reference with re-
spect to the light leaking out of the cavity. The back-reflected beam is detected with a
fast photodiode10. The detected signal is mixed down with the RF modulation signal,
resulting in a low-frequency part, providing the error signals for the cavity lock, and a
high-frequency part containing the cavity resonance fluctuations and thus the mechan-
ical oscillator signal. Both the modulation demodulation are realized by an assembly
of RF components11. Furthermore, the error signal is split once more, where one part
is low-pass filtered and processed with an analog lock box, applying an integral gain
(I-gain) before passing through a high-voltage (HV) amplifier12 that both amplifies the
input signal and is capable of adding an adjustable offset voltage to its output. The static
offset voltage can be used to set the coarse position of the cavity mirror, in order to deter-
mine the membrane position relative to the cavity field. The combined voltage consisting
of the static offset and the amplified feedback term, is applied to the piezo controlling
the curved mirror. The other part of the lock signal is used to provide a feedback signal
applied to the fast cavity piezo of the TiSaph laser (with a bandwidth of ≈ 100kHz) with
a proportional gain (P-gain) set in a separate lock box13 in order to provide additional
stability to the cavity lock.
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Figure 4.7: Scan over the cavity resonance, the transmitted signal (blue)
and the backreflected beam (orange) that can be fitted to the expected sig-

nal shape (yellow).

9Minicircuits VCO ZX95-400-S+
10Menlo systems FPD610-FC-VIS High Sensitivity Fast Photodetector
11Minicircuits Splitter ZFSC-2-2-S+, Mixer ZFM-2-S+, Diplexer ZBPLX-2150-S+, Bias Tee ZFBT-282-

1.5A+
12Piezomechanik SVR150/x
13SRS SIM960 Analog PID controller
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Furthermore, the phase modulation used for the cavity lock, at a well known fre-
quency can also be used to determine the cavity linewidth κ. By scanning the cavity
mirror position across the cavity resonance and detecting the backreflected signal and
the cavity transmission as shown in Fig. 4.7, the modulation sidebands contained in
these signal can be used as a frequency reference to calibrate the cavity linewdith.

As an alternative to the PDH lock, when a cavity lock at larger detuning is desired,
we can lock the cavity length on the fringe of the transmitted peak. By detecting the light
transmitted through the cavity using a photodiode, we can use the transmission as the
locking error signal directly. This approach allows us to lock the cavity in a detuning
range from ∆ ≲ −1.5κ to ∆ ≈ −0.22κ .

4.2.7 Loop Phase Lock

To stabilize the loop phase φ of the coherent feedback experiment, we acquire the inter-
ference between the auxiliary local oscillator âaux and the back-reflected beam after the
first interaction âout

1 . The phase φ is directly related to the effective loop phase ϕ between
the two orthogonal cavity fields, as described in more detail in Ch. 1.

Throughout the coherent feedback experiments, we have undergone multiple evolu-
tions of phase locks, as it has proven to be critical to determine the optimal location for
probing the phase between the two beams and feeding back the resulting error signal in
the optical setup. The locking scheme employed in the described experiments is shown
in Fig. 4.8. The interference signal is acquired after the combination of both beams and
their common journey through the fiber. The feedback signal is then sent to a piezo-
actuated mirror in the path of the auxiliary local oscillator.

To reduce low-frequency noise and gain the ability to scan the entire phase space, the
phase lock error signal is generated through a 310kHz phase or amplitude modulation
of the ingoing light field. The signal detected at the photodiode is then demodulated,
resulting in an error signal that can be used for locking. For amplitude modulation, we
employ an AOM in the auxiliary beam path. For phase modulation, we rely on a fiber
EOM in the probing beam path. For the latter, we combine the slow modulation of the
phase lock with the fast PDH modulation and send both to the EOM. The generation of
the modulation signal, the demodulation, as well as amplification, are performed with
a lock-in amplifier14 (LIA). The error signal is then sent to an FPGA15 that provides the
PI control, before being amplified by an x10 HV amplifier16 and applied to the piezo-
mirror.

The advantage of this locking scheme lies in the convenience that the loop phase
can be locked before actually sending the second beam towards the cavity. The main
downside consist in the optical losses generated by splitting off a small portion of the
combined beam, resulting in a few percent loss of coherent feedback signal.

The stability of the phase lock can be evaluated through the cavity transmission,
which consists of the two transmitted orthogonal cavity fields. In the case of a success-
ful phase lock, this interference signal remains constant. In this manner, in our current
scheme, we estimate a remaining a phase variation of δφ ≈ 1◦. The bandwidth of the
phase lock is ultimately limited by the capacitance of the piezo actuator, which forms
a low-pass filter and results in a bandwidth of approximately 6kHz. The possibility of
implementing a faster phase lock, feeding back on the frequency of the light beam via

14Zurich Instruments HF2LI 50 MHz
15Red Pitaya STEM-lab 125-14
16Electronic Workshop University of Basel, SP908
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Figure 4.8: Sketch of the electronic setup used for locking the loop phase
in double pass experiments. The lock-in amplifier (LIA) generates a mod-
ulation signal that is either send to an AOM for amplitude modulation or
an EOM for phase modulation. The light leaking out of the cavity âout

1 is
mixed with an auxiliary local oscillator âaux. A fraction of the combined
beam is split off after propagation through the fibre, before the second
incoupling into the cavity, and demodulated with the LIA to generate a
phase error signal that is fed back on a piezo-actuated mirror standing in

the local oscillator’s beam path.

the AOM has been explored, but did not lead to an observable improvement in the phase
stability with the additional lock.

4.3 Noise processes

The optomechanical system faces many different sources of noise that can elevate the
mechanical bath temperature and limit the minimally achievable mechanical occupation
number. The impact of quasi-unavoidable noises, such as the imprecision noise and
the quantum backaction noise, on the cooling performance of mechanical oscillators has
been extensively studied in the literature [5].

Classical noises of concern include laser noise, which comprises both amplitude and
frequency noise, and cavity mirror frequency noise due to the thermal motion of the
cavity length caused by the longitudinal motion of the mirrors. The influence of classical
laser noise on the optomechanical interaction has been the target of many studies [174,
175, 176], and can be significantly reduced using shot-noise-limited lasers as we will in
the following. The frequency noise due to the cavity mirror thermal motion is generated
by the cavity length modifications due to the mirror substrate thermal mechanical modes
and appears as discrete noise peaks in the displacement spectrum [177]. These narrow
noise peaks do not affect the membrane signal as long as they are spectrally distant from
the mechanical mode of interest. Also phononic structures on the mirror substrate have
been investigated to mitigate this noise source [178].

In our experiment we also encounter mechanical noise of the oscillator itself, arising
from nonlinearities in the optomechanical coupling that has to be actively counteracted
to prevent heating of the mechanical mode. In the case of a double-pass coherent feed-
back scheme, certain noise processes, such as phase noise and cavity photon number
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instabilities, become more significant and are considered as potential processes limiting
the cooling performance in Sec. 5.5.

4.3.1 Mechanical Noise

Figure 4.9: Coupling between the displacement of the mechanical oscilla-
tor xm and the optical cavity field, illustrating the linear coupling resulting
in a modulation of the phase of the outgoing light field proportional to xm,
and the quadratic coupling, realizing a modulation of the light amplitude

proportional to x2
m.

In Ch. 2 we have derived the optomechanical interaction considering the linear mod-
ification of the cavity resonance with the mechanical displacement. Figure 4.9 illustrates,
that, besides the linear modulation of the phase quadrature, there is a modulation in the
amplitude quadrature depending on the quadratic mechanical displacement. The non-
linear terms included in the transduction between the cavity frequency fluctuations onto
the light field can be modelled by expanding the cavity susceptibility around small fluc-
tuations in the detuning [160] . We start by considering the operation of the cavity close
to resonance (∆ ≈ 0) with small detuning fluctuations (δ∆) modified by the mechanical
motion δ∆ = gXm(t). We recall that in fact, the optomechanical coupling strength is de-
fined as the mechanically-induced cavity frequency fluctuations g0 = −x0∂ωc/∂xm. The
steady-state cavity field as given by Eq. (1.21), can be expanded around ∆+ δ∆ such that

ĉ(t) =
1

κ/2− i∆(t)

√
κâin

1 =
2√
κ

(
1 + igX̂m(t)− (g2 + ig(2))X̂m(t)2

)
âin

1 . (4.21)

where ∆ ≈ 0 and g(2) = ∂2ωc/∂x
2
m is the second-order coupling term that can be neglected

in following. For first-order nonlinear effects, the relevant quantity lies in the quadratic
spectrum of the mechanical displacement S(2)

XX , which leads to a spectrum involving fre-
quency mixing of different mechanical modes. These additional noise peaks will appear
in the orthogonal light quadrature, as can be seen from Eq. (4.21). The quadratic effect
can be more or less pronounced depending on the detuning and the cavity linewidth and
emerges as a broadband noise effect that can limit the sensitivity of the measurement to
linear quantum correlations [160].

In the experiment we encounter the presence of spurious peaks from higher harmon-
ics of lower-frequency mechanical modes, originating from nonlinear processes, when ac-
quiring the displacement of a specific mechanical mode. To mitigate these noise peaks,
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Figure 4.10: Mechanical displacement power spectral densities (a) with
and without feedback cooling the (1,1) mode (b) the (2,2) mode with the
feedback cooling addressing the (1,1) mode and (c) the (2,2) mode with

feedback cooling addressing the (2,2) mode directly

we use measurement-based feedback cooling [cf Sec. 2.5] to dampen the mechanical
mode responsible for the noise and minimize its impact on the mechanical spectrum at
our target frequency. The experimental setup used to implement the measurement-based
feedback cooling is included on the sketch in Fig. 4.7. The displacement of the mode to
be eliminated is detected using a homodyne detection scheme. Based on this measure-
ment, an amplitude modulation is applied to the incoming light, generating a feedback
loop to suppress it. The delay and phase of the feedback are chosen such that a damping
force is created to counteract the mechanical motion. The feedback is implemented us-
ing a digital IQ module [179] on a programmable FPGA17. This allows for adjustment of
the gain, delay, and filter bandwidth of the feedback, providing flexibility in tuning the
feedback parameters to maximize the damping effect.

The examples of cold damping illustrated in Fig. 4.10, show that this technique is
effective in reducing the amplitude of the (1,1) mode and eliminating its spurious ap-
pearance at twice its frequency in the spectral vicinity of the (2,2) mode. The observed
suppression of up to 40 dB for the (1,1)-mode indicates the effectiveness of the feedback
control in damping the mechanical motion.

4.3.2 Laser Noise

The laser beams used in our optomechanical experiments are derived from a TiSaph
laser that is quantum-noise-limited in amplitude for frequencies above the relaxation
frequency of 1MHz. The amplitude noise peak associated with the relaxation process
of the laser depends on the power of the pumping laser18. During the experiment, a
reduction of the pump power to 7W was necessary in order to avoid excess amplitude

17Red Pitaya STEMlab 125-14
18Lighthouse Photonics 532nm Nd:YAG 1064nm Sprout laser.
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Figure 4.11: Membrane displacement power spectral density around the
mechanical resonance frequency Ωm/(2π) = 2MHz, where the cavity field
is driven using a TiSaph or an external cavity diode laser. The flat lines

correspond to the respective shot noise levels.

noise. In Fig. 4.11, we compare the membrane displacement spectrum detected by com-
parable powers of a low-noise external cavity diode laser19 and the TiSaph laser. We
observe that next to the mechanical peak, both light beams show several noise peaks that
can be attributed to electronic and mirror noise. Furthermore, for the diode laser, the
wings of the mechanical signal do not reach the shot noise limit due to excess amplitude
and phase noise, leading to a broadband background noise noticeable as a general offset.
However, for the TiSaph laser, the mechanical signal reaches the shot noise level, and we
do not observe excess noise processes using the TiSaph with increasing optical powers
for dynamical backaction cooling, as seen in Sec. 4.4.2.

4.4 Optomechanical Coupling Calibration

In order to calibrate the optomechanical coupling strength, we employ various calibra-
tion techniques, each dependent on a different set of parameters. These complementary
calibration techniques allow us to obtain a parameter-independent mean value for g0. We
will restrict our study to the optomechanical coupling strength of the mechanical mode
of interest in our experiments, namely the (2,2) mode. The position of the cavity beam
on the square membrane is shown in Fig. 4.12 and is chosen to maximize the overlap
between the cavity beam and the (2,2) mode, as discussed in Ch. 3. Consequently, the
maximal optomechanical coupling g0 occurs with the (2,2) mode, while the coupling to
the (1,1) and other higher order modes is relatively weak.

4.4.1 Phase Modulation Tone

One method to calibrate the optomechanical coupling strength consists in using a phase
modulation tone calibration as described in [180]. Among all the membrane parameters,

19self-made with long reference cavity for enhanced stability and low noise performance.
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Figure 4.12: Camera image of the laser beam positioning on the square
membrane, for maximal coupling to the (2,2) mode.

it relies solely on the knowledge of the mechanical mode occupation n̄th = kBT /ℏΩm.
The phase quadrature of the outgoing light contains the modulation of the cavity res-
onance frequency at the membrane frequency and includes the symmetrized double-
sided spectrum of the mechanical oscillator driven by thermal noise with a proportion-
ality factor containing g2

0 . To implement this calibration, we use an EOM to phase-
modulate the incoming light beam at a frequency ω0, which differs by a few kHz from
the mechanical resonance frequency. The modulation depth β0 can be independently
determined by heterodyning this beam with an unmodulated reference beam. To ex-
tract g0, we detect the phase quadrature of the outgoing light using homodyne detec-
tion. Although the modulation due to the ingoing phase modulation and the membrane
motion are dynamically very different, they are both transduced with the same func-
tion ζdet(ω) in the spectral densities of the outgoing light quadrature. Therefore, on
the detector, we have SDD(ω) = (ζdet(ω)/ω2)g2

0SXmXm
(ω) for the mechanical signal, and

SDD(ω) = ζdet(ω)Smod(ω) for the calibration peak, where the ingoing phase modulation
can be expressed as Smod(ω) = 2π(β2

0 /4)
[
δ(ω −ω0) + δ(ω+ω0)

]
.

The function ζdet(ω) comprises the various prefactors encountered due to losses and
amplification in the detection chain, and includes the coherent ingoing light amplitude,
cavity losses, optical propagation losses, the detection chain filter function, which is
assumed to be flat over the spectral range Ωm ± ω0 and the homodyne amplification.
The frequency-dependent part of the detection transfer function is given by ζdet(ω) =
ω2(4ηcadet/κ)2, where the detection amplification adet = Damp sinθ is given by the homo-
dyne voltage contrast Damp and the set phase θ.

We recall that the mechanical occupation number is directly related to the integral of
the displacement power spectral density following

∫
SXmXm

(ω)dω/(2π) = kBT /ℏΩm = n̄m.
The integrated detected peak area A = ⟨D(ω)2⟩ =

∫
SDD(ω)dω/(2π) then results in

Ath = 2n̄mζdetg
2
0 = 2n̄m

(
ηc

4adet

κ

)2
g2

0 . (4.22)
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Furthermore the area of the calibration peak is independent of the optomechanical cou-
pling, assuming the high quality mechanical oscillator to be strongly peaked at its me-
chanical resonance frequency, with no mechanical response from the modulation at the
frequency ω0 far away from the resonance [χm(ω0) = 0]. The area under the calibration
peak scales with the transfer function ζdet(ω)

Acalib =
1
2
β2

0ζdet(ω0) =
1
2
β2

0ω
2
0

(
ηc

4adet

κ

)2

, (4.23)

where we note that the calibration peak area depends on the cavity coupling ηc and
the cavity linewidth κ. Finally the expression for the optomechanical coupling strength
yields

g2
0 =

ω2
0β

2
0

4n̄m

Ath

Acalib
, (4.24)

which turns out to be independent of the detection chain adet and the cavity factors.
Moreover, the coupling strength depends on the position of the mechanical oscillator

in the cavity standing wave, as shown in Fig. 4.2. In order to map out the variation in
the coupling strength, we modify the membrane position δxm relative to the cavity field
and determine the coupling strength at each position. This is achieved by scanning the
voltage applied to one of the cavity piezos, while using the other one to keep the total
cavity length locked. For each data point, we compare the integrated spectrum of the
mechanical peak to the corresponding calibration peak. During the measurement, we
use a second cooling beam that is detuned by ∆ = −0.3κ from the probing beam to gen-
erate dynamical backaction cooling. This allows us to keep the probing beam close to
resonance without introducing instabilities. We take into account the modification of the
dynamical backaction to the mechanical peak area by scaling the measured areas with
the appropriate cooling factor

√
ϵc. This factor ϵc is determined from the ratio between

the fitted width of the corresponding measurement divided by the intrinsic mechanical
linewidth obtained independently from a ringdown measurement. Figure 4.13 presents
the values obtained for a g0 calibration when scanning the voltage applied to the cavity
mirror piezo 2 and using piezo 1 to keep the cavity length locked. The calibrated val-
ues vary between g0/(2π) = 170Hz at the maximal and g0/(2π) = 20Hz at the minimal
coupling depending on the membrane position in the cavity standing wave.

4.4.2 Dynamical Backaction Cooling

Another method to calibrate the optomechanical coupling strength is based on dynami-
cal backaction cooling. By monitoring the effect of a detuned light beam on the mechan-
ical susceptibility for different optical powers, we can determine the optomechanical
coupling strength.

This method is best implemented using two light beams. One beam is used for lock-
ing the cavity close to resonance and detecting the membrane signal, while the second
beam is dedicated to cooling and is detuned with respect to the cavity by ∆ = −κ/(2√3) =
−2π × 16MHz. By varying the power of the cooling beam Pcool, we can modify the me-
chanical susceptibility and calibrate the coupling strength g0. The impact of the cooling
beam is determined by detecting the variation in the mechanical linewidth and resonance
frequency depending on the ingoing cooling laser power Pcool, as predicted from the Eqs.
(2.69). We can determine a value for g0 using both the frequency shift δΩm, which results
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Figure 4.13: Calibration measurement of the optomechanical coupling
strength g0, scanning the membrane position δxm with respect to the cav-
ity standing wave. At each position we fit a Lorentzian to the mechanical
peak and thus determine the mechanical linewidth γm. The lowest panel
illustrates the comparison between the normalized area A/A0 of the mem-

brane and the calibration peak.

in g0/(2π) = 169Hz, and the broadening γm + Γm ≈ Γm, which results in g0/(2π) = 161Hz.
The slight discrepancy most likely comes from a small underestimation of the detuning
(< 10%), which affects the damping stronger than the frequency shift. Furthermore, even
for high incoming light powers (Pcool > 1mW), the phonon occupation number decreases
continuously. This indicates that classical laser noise does not generate a heating effect
that counteracts the cooling process, and we are still in a regime where the dominant
process is cooling.

4.4.3 Optomechanical Response

A third method to calibrate the optomechanical coupling strength involves detecting the
optomechanical response to a known amplitude modulation of the light. By utilizing the
previously derived expressions for the optomechanical response [see Sec. (1.8)], we can
directly relate the optomechanical measurement rate to the response function without
prior knowledge of other system parameters. The calibration can be achieved by ampli-
tude modulating the incoming light field and detecting the response of the mechanical
oscillator on the homodyne signal. We can detect different linear combinations of the
light’s amplitude and phase quadratures, by scanning the homodyne phase of the detec-
tion θ, as stated in Eq. (1.81).

From the amplitude modulation transfer function given in Eq. (1.91), in the unre-
solved sideband regime and for frequencies close to the mechanical resonance frequency
(ω ≈Ωm≪ κ), we can simplify C+(ω) ≈ 2/κeiωτc with τc is the cavity delay, such that we
obtain

ζamp(ω) =
√
ηdetβ0

(
cos(θ)

[
2− ηc(3 + e2iωτc)

]
− sin(θ)

[
4Γmeasχm(ω)e2iωτc

])
. (4.25)
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Figure 4.14: (a): Mechanical displacement power spectral density for dy-
namical backaction cooling with varying incoming power of the cooling
beam P from 0 to 1.5mW, referenced to the mechanical frequency without
a cooling beam f0 and a detuning of ∆ = 2π×15.8MHz, at an environmen-
tal temperature of T = 300K. (c): The inferred mechanical occupation
number. The frequency shift δΩm in (b) and broadening γm + Γm ≈ Γm in
(d) are obtained from fitting a Lorentzian to the mechanical power spec-

tral densities.

We note that the terms resulting from modulation in both the amplitude and phase
quadratures exhibit the same scaling with the detection efficiency and the modulation
depth

√
ηdetβ0. Therefore, acquiring the signal for various homodyne phases θ, and con-

sequently different combinations of quadratures, enables the elimination of these de-
pendencies from the calibration process. The modulation depth β0, homodyne phase θ,
and the cavity delay τc can be fitted to the modulation transfer function. The first term,
which is proportional to the cosine factor, solely contains the amplitude light quadra-
ture, encompassing contributions from both the direct back-reflection off the cavity and
the intracavity field. The second term, which is proportional to the sine factor, arises
from the phase quadrature term and includes dependencies related to the effective me-
chanical susceptibility, as well as the measurement rate. As a result, this optomechanical
response to an amplitude modulation exhibits interference between the optical drive and
the mechanical response. By varying the phase between the local oscillator and the sig-
nal for the homodyne detection, we can alter the acquired quadrature between the phase
quadrature (θ = 0) and the amplitude quadrature (θ = 90◦). This calibration method
resulted in measurement rates of Γmeas/(2π) = 4kHz for an ingoing power of 300µW,
together with a fitted delay of τ = 4.9ns and an inferred κfit/(2π) = 80MHz, at a temper-
ature T = 30K. The deduced optomechanical coupling strength is then g0/(2π) = 126Hz,
which is lower than the usual values that we obtain at room temperature, which typ-
ically lie around g0/(2π) = 160Hz. Together with the cavity coupling κ, this indicates
that the mechanical position might not have been adjusted to the ideal point for a maxi-
mal optomechanical coupling strength. For the given measurement rate the single-pass
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Figure 4.15: (a): Optomechanical response measurement at cryostat tem-
perature T = 30K, with an incoming light power of Pin = 40µW and a scan
of the homodyne phase between θ = 50◦ and θ = 130◦ for ingoing power
Pin = 40µW. The dashed line indicates the numerical fit. (b): Inferred
measurement rate Γmeas, frequency shift δΩm and mechanical linewidth

γm + Γm ≈ Γm for varying ingoing powers.

quantum cooperativity amounts to Cqu = 0.02.

4.5 Mechanical Mode Occupation Calibrations

In order to estimate the thermal occupation number of a specific mechanical oscillator
mode, we employ several methods depending on different pre-assumptions. This allows
us to verify the associated temperature by comparing independently calibrated values.

4.5.1 Power Spectral Density Area Calibration

Starting from the expressions for the mechanical displacement power spectral density
as stated in Eqs. (1.58) and (1.60), neglecting the factor 1/2, we obtain a direct propor-
tionality between the mechanical occupation number and the integrated power spectral
density of the mechanical motion.

Furthermore, as long as the occupation number remains well above the limit set by
the fluctuations of the radiation pressure and the zero-point motion, the mechanical oc-
cupation number follows the direct classical relation

n̄m = n̄th(T )
γm

γm + Γm
. (4.26)

Given the knowledge of the intrinsic mechanical linewidth γm, the environmental tem-
perature T , and thus the thermal occupation number n̄th(T ), a measurement of the opti-
cally modified linewidth provides an additional way to determine the phonon occupation
number, assuming that we remain in the regime dominated by thermal noise.

Once approaching the ground-state, we can reference the detected integrated areas
at unknown mechanical temperatures to calibration measurements performed at higher
temperatures using Eq. (4.26), in order to extract the phonon occupation number. In-
deed, we can use the area of a given spectrum, Acalib, and associate it to an occupation
n̄calib, using the measured linewidth of that same detected spectrum. When additional
cooling is present, the ratio between the new area ADD and the calibration area Acalib,
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together with the known occupation number n̄calib provide a way to determine the occu-
pation number n̄m. The phonon number is then given by the ratio of areas

n̄m =
n̄calib

Acalib
ADD . (4.27)

This allows us to verify the effect of additional cooling mechanisms, like the coherent
feedback cooling described in Ch. 5. An essential requirement for the accuracy of the
phonon number occupation estimation is to know the environmental temperature T to
which the mechanical mode is thermalized. Therefore, a calibration area measurement is
required at each cryostat temperature. Furthermore, the reliability of the calibration ar-
eas can be increased by performing standard dynamical backaction cooling experiments
as described in Sec. 4.4.2, for each cryostat temperature, as illustrated in Fig. 4.16. As
expected, increasing the power of a red-detuned beam leads to broadening of the me-
chanical linewidth and cooling of the mechanical oscillator, which can be detected with
a resonant probe beam in a homodyne scheme. By referencing to a well-know tempera-
ture, such as room temperature, the ratio of the respective cooling curves allows to infer
the corresponding environmental temperature. We note that for low cryogenic set tem-
peratures, these calibrated environmental temperatures result in higher values, namely
in the case of the cryostat set temperature of 4K, the environmental temperature of the
mechanical mode turns out to be 20K. This could be due to a poor thermal contact of the
mechanical oscillator with its support, and a bad thermal conductivity of the titanium
mounts that form the membrane-cavity. The thermal contact could be improved using
thermo-conductive grease, or copper thermalization clamps.

10−2 10−1 100

Pcool [mW]
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102

104

n̄
m
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Figure 4.16: Dynamical backaction cooling performed at different cryostat
temperatures.

4.5.2 Homodyne Voltage Calibration

The fluctuations in the voltage of the homodyne signal of the optical beam, can be di-
rectly used to calibrate the occupation number of a mechanical mode. In fact, the back-
reflected beam leaking out of the cavity contains the mechanical signal as described in
Eq. (1.81). Using homodyne detection, as described in Sec. 1.7, we overlap the output
beam with a strong local oscillator of power PLO = ℏωL|αLO|2≫ P1 = ℏωL|αin

1 |2. By means
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of a movable mirror in the local oscillator arm, we can scan the homodyne angle θ, and
the dc signal of the interference is given by D(ω = 0) = 2αLOα

in
1 cosθ, such that scanning

the phase over the full amplitude D0 = 2αLOα
in
1 describes a π phase shift of the light

quadratures.
Locking the interferometer at θ = π/2, we are detecting the phase quadrature P̂ out

1 , as
stated in Eq. (1.74) containing the membrane signal X̂m following

D̂θ= π
2
(ω) =

√
2αLOα

in
1 ηcg0ζc(ω)X̂m(ω), (4.28)

with the cavity transduction function as defined in Eq. (1.75). From this signal D̂θ= π
2
(ω),

we can compute the corresponding detected power spectral density (PSD)

SDD(ω) =
1
2

[ηcg0D0 |ζc(ω)|]2SXX(ω), (4.29)

with the membrane displacement power spectral density SXX(ω). On the other hand, the
average number of phonons is related to the integral of the membrane displacement [cf
Eq. (1.60)] . Therefore, the phonon number can be directly obtained from the recorded
power spectral density following

n̄m =
4

[ηg0D0 |ζc(ω)|]2

∫ ∞

0
S̄DD(ω)

dω
2π
− 1

2
. (4.30)

This method does not depend on the knowledge of the environmental temperature and
only requires, other than the mechanical PSD, the measurement of the homodyne con-
trast.

4.6 Conclusion

In this chapter, we have established the theoretical and experimental characterization
of a cavity optomechanical system in a crogenic setup, consisting of a membrane-in-
the-middle in a free space Fabry-Perot cavity. The parameters of the cavity result in a
linewidth of κ/(2π) = 55MHz, and incoupling efficencies η1 = 0.91 and η2 = 0.9. We have
discussed the main noise processes encountered in the optomechanical interaction and
described how to use measurement-based cooling to cancel spurious mechanical noise
peaks. Furthermore, we showed three independent characterization measurements for
the vacuum optomechanical coupling strength, using dynamical backaction cooling, a
phase modulation tone, as well as optomechanical response measurements, that agree
on a value of g0 = 2π × 160Hz. We have established two independent methods to de-
termine the mechanical occupation number, namely from the fluctuations in the homo-
dyne current directly, or the integrated mechanical displacement power spectral densi-
ties. Furthermore we explained how to use dynamical backaction cooling to determine
the environmental temperature, and found that even at a cryostat set temperature of 4K,
the membrane thermalizes to 20K.
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Chapter 5

Optical Coherent Feedback Control
of a Mechanical Oscillator

Feedback is a powerful and ubiquitous technique both in classical and quantum system
control. Its standard implementation relies on measuring the state of a system, process-
ing the classical signal, and feeding it back to the system. In quantum physics, however,
measurements not only read out the state of the system but also modify it irreversibly.
Coherent feedback is a different kind of feedback that coherently processes and feeds
back quantum signals without actually measuring the system. Here, we report on the ex-
perimental realization and the theoretical analysis of an optical coherent feedback plat-
form to control the motional state of a nanomechanical membrane in an optical cavity.
The coherent feedback loop consists of a light field interacting twice with the same me-
chanical mode through different cavity modes, without performing any measurement.
Tuning the optical phase and delay of the feedback loop allows us to control the mo-
tional state of the mechanical oscillator, its resonance frequency and also its damping
rate, which we use to cool the membrane close to the quantum ground state. Our theo-
retical analysis provides the optimal cooling conditions, showing that this new technique
enables ground-state cooling. Experimentally, we show that we can cool the membrane
to a state with n̄m = 4.89± 0.14 phonons (480 µK) in a 20K environment. This lies below
the theoretical limit of cavity dynamical backaction cooling in the unresolved sideband
regime and is achieved with only 1% of the optical power required for cavity cooling.

Parts of this Chapter have been published in [113].

5.1 Introduction

Quantum feedback is a powerful technique for cooling and controlling quantum sys-
tems [6]. The conventional strategy relies on quantum-limited measurements followed
by classical processing and feedback actuation onto the system. However, quantum me-
chanics also allows for coherent feedback of quantum signals [20, 22], without destroying
coherence in the process. This kind of feedback may exploit the information stored in
non-commuting observables while circumventing the decoherence and back-action noise
associated with a measurement [20, 23, 6]. Coherent feedback has thus the potential to
improve quantum control and provide new capabilities across a broad range of physical
systems [21, 25]. Coherent feedback strategies have so far been adopted to assist in a
variety of different tasks [6], e.g. for noise cancellation [181, 26], pure-state preparation
[25], optical squeezing [182, 30], stabilization and enhancement of entanglement [35,
31], sympathetic cooling [32, 33, 34], swaps of arbitrary states [183], qubit state control
[36], and generating large optical nonlinearities at the single-photon level [38, 184].
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Optomechanical systems are very well suited for coherent feedback control, as they
offer a clean and tailored interface between highly coherent mechanical and electromag-
netic field modes [44]. Indeed, various coherent feedback protocols have been theoreti-
cally proposed to enhance the cooling of optomechanical systems [111, 42, 43], to reduce
the added noise in the low phonon-number regime of optomechanical precision mea-
surements [24], to enable or enhance entanglement generation, verification, as well as
state transfer [110, 185, 112, 42]. Coherent feedback can thus facilitate and extend the
capabilities of quantum transducers between optics and mechanics [79].

Despite this wide range of possibilities, there have been surprisingly few experiments
investigating coherent feedback in optomechanics [34, 186]. An optical coherent feed-
back loop acting directly onto a mechanical oscillator has not yet been realized. More-
over, while measurement-based feedback has been studied in some depth from a theory
point of view [105, 9, 106, 107, 108], essential questions regarding the performance and
limitations of coherent feedback in actual optomechanics experiments remain open.

In this work, we present an experimental realization of a simple, all-optical coherent
feedback platform to control a single vibrational mode of a mechanical oscillator. We use
a double-pass scheme where an optical signal interacts twice with the same mechanical
mode through two different cavity modes of orthogonal polarization. The entire control
of the phase and delay of the feedback signal is implemented purely via the optical field,
without introducing measurements and subsequent electronic processing. Our approach
is thus able to generate a variety of different interactions, ranging from Hamiltonian
couplings to dissipative and non-reciprocal dynamics [27, 187, 188].

As a first application of the extended control offered by the coherent feedback loop,
we investigate the cooling of the mechanical mode close to its quantum ground state,
which is a prerequisite for many applications in quantum science and technology [44,
189, 190, 79]. Experimentally, we demonstrate the advantage of the coherent feedback
loop by cooling below the theoretical limit of cavity dynamical backaction cooling in
our system. This is particularly interesting for optomechanical systems with cavities of
large bandwidth, which induce only a small delay and are frequently encountered in
optomechanical displacement sensing, quantum interfaces and hybrid setups [102].

The remainder of this Chapter is structured as follows: We first provide an overview
of the working principle of our coherent feedback platform for controlling a mechanical
oscillator in an optical cavity. Next, we describe our experimental results on motional
state control of one mechanical mode using the feedback parameters of delay and phase.
Furthermore, we optimize the feedback parameters for reducing the mechanical occu-
pation number. Finally we discuss some of the potential processes that might limit the
achievable cooling.

5.2 Overview

Here we recall the working principle of our coherent feedback scheme, sketched in
Fig. 5.1 and described in detail in Ch. 2. The goal is to control the motional state of
a mechanical oscillator by designing an optical feedback loop that preserves the quan-
tum coherent properties of the light field, which acts as the controller. To this end, the
mechanical oscillator is radiation-pressure coupled to two cavity modes in a cascaded
double-pass interaction. The first interaction takes place between the mechanical oscil-
lator and the cavity mode ĉ1, which is driven by a strong local oscillator, realizing the
standard cavity optomechanical interaction [44]. Due to the optomechanical coupling,
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Figure 5.1: Sketch of the experimental setup and optical coherent feed-
back loop. (a): An incoming light beam âin

1 is injected into an optome-
chanical cavity, where it drives the cavity field ĉ1 that interacts with a
mechanical oscillator with quadratures X̂m, P̂m. The back-reflected beam
âout

1 is combined with an auxiliary local oscillator mode âaux to control the
phase of the feedback loop ϕ. The combined field is delayed by τ with the
help of an optical fibre, before being sent back as input âin

2 for a second
interaction with the mechanical oscillator in an orthogonal polarization
cavity mode ĉ2. The outgoing light after the second interaction leaves the
loop. A small fraction of âout

1 is picked up for detection and phase locking
of the loop. The color coding of the light beams is used for visual guid-
ance. Dashed lines are used for visual distinction between the incoming
and back-reflected beams. (b): Phase-space visualisation of the feedback
loop. The sketch represents the amplitude (XL) and phase (PL) quadra-
tures of the light outside the cavity in an arbitrary frame. On resonance,
the coherent cavity output field after the first interaction αout

1 is phase-
modulated (dashed line) with the membrane displacement signal Xm(t).
This is converted into an amplitude modulation of αin

2 by mixing the co-
herent field with an auxiliary local oscillator αaux with the appropriate
relative phase φ, to achieve the desired value of ϕ between α1 and α2. Af-
ter a delay Ωmτ = π/2, the amplitude modulation becomes proportional
to the momentum of the membrane Pm at time t (dashed line in αin

2 ) and
exerts a force on the mechanical oscillator.

information about the mechanical position X̂m is imprinted onto the phase quadrature of
ĉ1. This mode is then cascaded into the second cavity mode ĉ2 via an all-optical feedback
loop. Specifically, the output light of the first mode, with mean amplitude αout

1 , is mixed
with a second local oscillator and fed back as the input of the second cavity mode, with
amplitude αin

2 , as shown in Fig. 5.1. The resulting optical feedback loop is characterized
by two parameters, the relative phase ϕ and the in-loop delay time τ . The phase ϕ is
controlled by the second local oscillator αaux, which implements a displacement in the
optical phase space of the modes traveling within the loop, see Fig. 5.1 (b).

Both feedback parameters are crucial for controlling the mechanical oscillator. The
phase ϕ is adjusted so that the phase quadrature of the outgoing mode, which contains
information on the mechanical position, is turned into the amplitude quadrature of the
incoming mode, such that it exerts a feedback force by radiation pressure on the mechan-
ical oscillator. As sketched in Fig. 5.1 (b), this occurs for ϕ = π/2. Adjusting the delay τ
allows to either feed back the instantaneous position [when X̂m(t − τ) ≃ X̂m(t)], momen-
tum [when X̂m(t − τ) ≃ P̂m(t), as represented in Fig. 5.1 (b)], or a superposition thereof.
While feeding back the position enables control of the mechanical oscillator frequency,
feeding back the momentum allows control of its damping, which can be exploited for
ground-state cooling.
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Previous theoretical proposals for coherent feedback cooling of mechanical oscilla-
tors [111, 112, 42, 43] rely on coherently enhancing the interaction of the cavity light
with the mechanics, mostly by modifying the effective cavity linewidth [112, 42], and
on loops that impart only a delay (plus unavoidable coupling losses). In contrast, our
scheme applies the coherent feedback directly to the mechanical oscillator, such that the
feedback can be generated with a single cavity driven in two independent modes. More-
over, it allows tuning of the loop phase ϕ, which strongly influences the effect of the
feedback.

Our scheme requires no additional optical devices such as cavities and only minor
modifications of the optical path, resulting in a modular scheme that is optimally suited
for incorporation into various types of optomechanical systems.

Furthermore, our double-pass scheme does not require non-classical input light states
[103, 104, 190], additional interactions with other physical systems [32, 109, 34], nor the
overall very high detector efficiency of measurement-based feedback schemes [105, 9,
106, 107, 108], which is now replaced by the requirement of small optical losses in the
loop. The relaxation of the requirements on measurement efficiency renders our scheme
valuable for systems working in wavelength ranges where efficient photodetectors are
not available, e.g. in integrated circuit platforms [191].

5.3 Experimental Setup

Our experimental setup consists of a mechanical oscillator inside a cavity in a cryogenic
environment provided by a low-noise liquid-Helium flow cryostat. The mechanical os-
cillator is the (2,2) square drum mode of a silicon nitride membrane [54] with a vibra-
tional frequency Ωm = 2π×1.9MHz. The membrane is surrounded by a silicon phononic
bandgap structure which shields this mode, leading to intrinsic quality factors that range
from Q = Ωm/γm = 1.9 × 106 at room temperature to Q = 3.2 × 106 at 20K. The mem-
brane is placed inside a single-sided optical cavity of free spectral range 150GHz, finesse
F = 1200 and linewidth κ = 2π×55MHz, such that the optomechanical system operates
in the unresolved sideband regime κ≫Ωm. The bare optomechanical coupling strength
is g0 = 2π × 160Hz.

The overall efficiency of the feedback loop is determined by a combination of different
losses that accumulate along the optical path. Following the optical path illustrated in
Fig. 5.1 (a), for the first beam we have to consider the finite cavity incoupling efficiency
η1 = 0.91. For the second pass, it includes the unavoidable loss at the beamsplitter that
combines the auxiliary local oscillator âaux and the back reflection of the first beam âout

1 ,
which has a splitting ratio ηaux = 0.87 in our experiment. Note that this loss can be
made arbitrarily small in principle by using a strongly unbalanced beam splitter and
higher incoming optical power for âaux. Additionally, there is a cumulative loss due to
the propagation in the optical fiber and other optical elements, leading to a transmission
efficiency ηT ≃ 0.3 together with the cavity incoupling efficiency of the second beam in
orthogonal polarization η2 = 0.9. As discussed in Sec. 2.4.3, these losses can be fully
taken into account by the overall efficiency of the feedback loop η = 0.22 and by an
appropriate rescaling of the average displacements. Since the powers are measured in
front of the cavity, P1 is measured directly but the measured auxiliary power is given by
P̃aux = (1−ηaux)ηT Paux. In the following experiments, we use the delay and the phase of the
coherent feedback loop as the tuning knobs that allow us to control the mechanical state
of the membrane, as described by Eq. (2.30). This shows up in the recorded mechanical
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power spectral densities as a change of both the mechanical linewidth and the oscillation
frequency, which we extract from Lorentzian fits to our data.

5.4 Results

5.4.1 Control via the Loop Delay

In a first set of experiments, we study the effect of delay alone without an auxiliary local
oscillator in the feedback loop. We generate different delays between the two interactions
with the mechanical oscillator by sending the light after the first pass through optical
fibers of different lengths. Interesting situations arise once the delay is significant, i.e. of
order Ωmτ ∼ π. We investigate the effect generated by different delays starting from a
fiber length of 2 m going up to 80 m, which corresponds to Ωmτ = 0.07π up to Ωmτ =
1.55π.

At zero detuning, the motion of the membrane is imprinted purely as a phase modu-
lation onto the output light such that in the absence of the auxiliary local oscillator this
results in ϕ = π (due to the back reflection from the cavity) and we expect no effect from
the coherent feedback loop [cf. Eqs. (2.30)]. With a finite detuning however, a phase shift
ϕ , π is introduced even without any auxiliary local oscillator [cf. Eqs. (2.16)]. Therefore,
in that case, the motion is imprinted onto both the amplitude and phase quadratures and
the effect of different delays due to feedback becomes apparent. Additionally, the stan-
dard cavity dynamical backaction effects that are not captured by Eqs. (2.30) modify the
frequency shift and damping rate, see Ch. 1 for details.

Figure 5.2 shows experimental data where we study the effect of different feedback
delays while scanning the detuning for an input power P1 = 60µW. The coherent feed-
back onto the mechanical oscillator results in both in a shift of the mechanical frequency
[Fig. 5.2(a)] and in a broadening or narrowing of the mechanical linewidth [Fig. 5.2(b)],
leading to damping or driving, respectively. This is consistent with a picture in which the
membrane motion couples via the light to a delayed version of itself, leading to feedback
forces Ffb ∝ ±Pm(t) for certain delays as shown in Eq. (2.23) and in Fig. 5.2(c).

Indeed, we observe that for a delay close to Ωmτ ∼ π/2 (i.e. a quarter of the oscillation
period) the coupling is mostly proportional to +Pm and we observe driving (narrowing
of the linewidth) even with a red detuned beam. Half a period later, for Ωmτ ∼ 3π/2, the
feedback force is mostly proportional to −Pm and the motional damping is amplified by
more than a factor 3 as compared to a single interaction, leading to additional cooling of
the mechanical oscillator. Finally, we see that for the smaller delays Ωmτ ∼ 0, the effect
of the second interaction on the broadening is small Γm ≃ 0, since the feedback force, in
this case, is mostly ∝ Xm.

The agreement with the theoretical predictions in Eqs. (2.27) and (2.28) (solid lines
in Fig. 5.2) is excellent. The theory lines for the feedback interaction contain no free
parameters. The detuning axis is calibrated from the recorded linewidths in the single-
pass interaction under the effect of the standard cavity dynamical backaction [44] and
can be extracted with an uncertainty of ±5%.

5.4.2 Control via the Loop Phase

Control over the feedback phase is a handy knob in a feedback platform, allowing to
modify the effect of the feedback on the system under control. Here, we investigate how
the loop phase modifies the membrane motion at a fixed delay and cavity detuning. As
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Figure 5.2: Mechanical frequency shift (a) and damping rate (b) as a func-
tion of the cavity detuning for different feedback delays, with âaux = 0. The
data points correspond to the results of Lorentzian fits to the mechanical
power spectral density. The solid lines correspond to the theoretical pre-
dictions in Eqs. (2.30) evaluated at ω = Ωm with no free parameters. The
detuning axis is calibrated from the measured linewidth in the single-pass
interaction (dashed yellow line). (c): The mechanical linewidth at a de-

tuning of ∆/κ = -0.57 for the different fibres and respective delays.

previously discussed, this phase allows us to control the amount of motional information
that is transferred onto the amplitude quadrature of the second interaction beam, thereby
maximizing or minimizing the feedback force on the membrane, as well as the overall
sign of the interaction. Experimentally, we vary the loop phase ϕ by adjusting the phase
of the auxiliary local oscillator φ = arg(αaux/α

out
1 ), which is selected and stabilized by

locking at a specific angle of the interferometric signal between a small leak of αout
1 and

αaux [see Fig. 5.1].
The measured frequency shifts and linewidths are shown in Fig. 5.3. In this mea-

surement, the delay is held constant at Ωmτ ∼ 0.07π and the detuning at ∆/κ = −0.2,
the input powers were set to P1 = 20µW and P̃aux = 3µW. This detuning is experimen-
tally chosen such that the amount of standard cavity dynamical backaction cooling is
strong. This allows us to show the coherent feedback effect by scanning the full range
2π of the loop phase without running into instabilities when approaching negative ef-
fective linewidths. In practice, when we reach this unstable regime [blue dashed lines in
Fig. 5.3 (b)], the system is driven and the measured linewidth is close to zero.

Scanning the phase, we observe that both the resonance frequency and the linewidth
can be modified to either higher or lower values compared to the optical spring and
broadening that occur even without the coherent feedback. We exploit this aspect in the
next section to optimally feedback cool the mechanical oscillator. Here again, we find an
excellent agreement between the experimental data points and the theoretical prediction
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in Eq. (2.30) with no free parameters.
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Figure 5.3: Mechanical frequency shift (a) and damping rate (b) as a func-
tion of the phase of the auxiliary local oscillator. The red dotted lines
correspond to the broadening expected in the absence of feedback, but
with an equivalent power in a single beam. The solid lines correspond to
Eqs. (2.30) evaluated at ω = Ωm with no free parameters. The solid line in
the plot of the damping rate is set to zero for negative values (dashed line),

where the mechanical oscillator is driven by the feedback.

5.4.3 Coherent Feedback Cooling Below the Dynamical Backaction Limit

For cavity optomechanical systems within the so-called resolved sideband regime, it
has been established theoretically and demonstrated in multiple platforms that a red-
detuned drive allows cooling the mechanical oscillator close to its motional ground state
[44]. Outside this regime, cavity dynamical backaction cooling to the ground state is
no longer attainable and the most widely used cooling technique is measurement-based
feedback [105, 128], where the optical signal is measured and converted into a classical
electronic signal that drives the feedback actuator.

Here, we exploit the control provided by the coherent feedback loop demonstrated
in the previous section to cool the membrane close to the ground state in the unresolved
sideband regime. The available tuning knobs are the loop phase ϕ and delay τ as well as
the detuning ∆ and the powers of the first and auxiliary local oscillators P1 and Paux. In
standard cavity cooling, the minimal number of phonons achievable in the unresolved
sideband regime is bounded by κ/(4Ωm) (cf. Eq. (2.70)), which in our case corresponds to
about 7 phonons. In order to reach this dynamical backaction limit with our mechanical
quality factor, we would need a laser power on the order of 100mW [see Fig. 5.4]. The
coherent feedback loop dramatically relaxes this power constraint and we are able to
cool the motion of the membrane below the dynamical backaction limit, approaching
the ground state.

In Fig. 5.4 (a) we show experiments where we reach our lowest membrane phonon oc-
cupation by scanning the experimental feedback loop phase. We present measurements
at different cryostat temperatures, where the delay is set to Ωmτ ∼ π/4 and the detuning
is kept fixed at ∆/κ = −0.35. The powers for the first and auxiliary local oscillators are
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Figure 5.4: Coherent feedback cooling below the dynamical backaction
limit. (a): Phonon occupation plotted as a function of the phase of the
auxiliary local oscillator at different cryostat temperatures for input pow-
ers P1 = 0.4mW and P̃aux = 1.2mW and detuning ∆/κ = −0.35. The red
shaded area indicates the limit of cavity dynamical backaction cooling.
The shaded areas around the theory lines correspond to a ±5% uncertainty
in the inferred detuning. The error bars take into account both the nu-
merical uncertainty from the fit of the raw data and the propagation of
uncertainties from the calibrated quantities and are small compared to the
point size. (b): Shot-noise normalized mechanical power spectral densi-
ties corresponding to the data points at T = 20K in the phonon occupation
plot, the frequency origin is centered so that the δΩ = 0 corresponds to
the single-pass mechanical resonance frequency. (c): Coherent feedback
cooling compared to standard cavity dynamical backaction cooling. Blue
line and data points: Phonon occupation at a constant phase φ = 130◦,
scanning the total input power resulting from the double-pass interaction
P = P1(1 +ηT ηaux) + P̃aux + 2(ηauxη2P1P̃aux)1/2 cos(φ) while keeping the ratio
P̃aux/P1 = 3 fixed, at a detuning ∆/κ = −0.35. Red line: cooling by standard
cavity dynamical backaction given the same total input power P at the op-

timal detuning ∆/κ = −0.5 for dynamical backaction.

set to 400µW and 1.2mW, respectively. With these experimental parameters, the feed-
back loop drives the mechanical oscillator towards a state with phonon occupation of
n̄m = 4.89± 0.14 phonons for a cryostat temperature of 20 K, reaching a phonon number
below the theoretical limit of cavity dynamical backaction cooling for our membrane-
cavity assembly. The coherent feedback cooling rate is Γm > 10Γdyn, where Γdyn is the
cooling rate of dynamical backaction cooling at the same power. The double pass quan-
tum cooperativity for the settings that achieved maximal cooling results in Cqu = 0.3.

In these experiments, the membrane phonon occupation is determined from the area
of the mechanical power spectral density, recorded via phase-sensitive homodyne de-
tection. We extract n̄m by determining the reduction in area with respect to a single
interaction [see Fig. 5.4 (b) and Sec. 4.5].

5.5 Potential Limitations

We note that higher powers, smaller detunings, and slightly smaller phases should fur-
ther reduce the final number of phonons, but these parameter regimes were not accessi-
ble due to technical instabilities related to the cavity lock. Moreover, the optimal delay
Ωmτ ∼ π/2 could not be implemented. That is why we consider here a series of potential
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candidates to explain the encountered limitations, such as instability effects in the cavity
photon number and phase noise in optical fibers .

5.5.1 Mechanically Induced Instabilities

A potential process that could prevent us from reaching the experimental operation of
the cavity necessary for ground-state cooling in terms of optical power could be caused
by unstable photon numbers in the optical cavity. Apart from the dispersive shift of the
cavity resonance frequency due to the presence of the mechanical oscillator, the light
field also induces an instantaneous static displacement of the equilibrium position of the
mechanical oscillator denoted as x̄m and described in Sec. 1.3. By inserting the modified
equilibrium equation in the expression for the cavity steady state, we obtain a third-order
polynomial expression for the average intracavity field occupation number

n̄c

(
4g4

0 n̄
2
c + 4∆Ωmg2

0 n̄c +Ω2
m[∆2 + (κ/2)2]

)
= Ω2

m(κ/2)2n̄0, (5.1)

such that for certain ingoing powers, there are multiple values of the average cavity pop-
ulation that satisfy the equation. For a given ingoing light power, there exists a certain
detuning beyond which multiple roots occur, leading to a multistable behavior of the
average cavity population number, in turn affecting the mechanical equilibrium position
x̄m. In fact, the optical field can be seen as an additional potential that alters the shape
of the effective mechanical potential, allowing for the existence of multiple minima [44].
This condition is achieved when the slope of the Lorentzian cavity response exceeds the
linear radiation pressure force, resulting in the emergence of multiple solutions. This

Figure 5.5: Average cavity photon occupation number, with the ingoing
power for one single interaction P1 = 25mW compared to the double pass
experiment, with the ingoing power of the first beam P1 = 12.5mW and the
local oscillator Paux = 12.5mW, for a mechanical frequency of Ωm/(2π) =

2MHz and a second pass efficiency of η = 0.3.

bistable behavior is depicted in Fig. 5.5 as we scan the detuning. In the experiment,
bistability appears as a hysteresis when scanning over the cavity resonance and an un-
stable behavior of cavity locks. For our standard experimental settings, the critical intra-
cavity photon occupation number is given by Pcrit = Ωmκ/(6

√
3g2

0 ) [44]. At this critical
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intracavity power, the bistability appears for detunings smaller than the onset detuning
∆ = −√3κ/2. The higher the optical power, the closer the onset detuning moves towards
resonance. At a detuning of ∆ = −0.22κ, this corresponds to an ingoing power of about
P in

crit ≈ 10mW. The presence of bistability limits the amount of power that can be sent in
stable conditions to the cavity at negative detuning, ultimately imposing a limitation on
achievable dynamical backaction cooling.

In the double pass scheme, where we have two incoming light fields that build up two
orthogonal cavity modes. The total cavity photon number is now given by n̄c = |α1|2+|α2|2
taking into account the first and second cavity mode average displacements α1 and α2,
see Eq. (2.16). The new resonant cavity number is expressed as

n̄0 =
4
κ

[
α2

in + (
√
ηαin −

√
1− η cosφαaux)2 + sinφ2(1− η)α2

aux

]
, (5.2)

and depends on the phase φ between the two intracavity field. Taking into account this
redefinition of n̄0, the solutions of the cavity steady state occupation numbers are pre-
sented in Fig. 5.5 for different phases φ and the additional powers Paux of the auxiliary
local oscillator. The experimentally set loop phase φ modifies the total light power sent
to the cavity during the second pass through the interference between the outgoing light
beam of the first interaction and the auxiliary beam, thereby impacting the onset of bista-
bility. However for our experimental parameters, where the cavity is operated close to
resonance and with the ingoing powers P1 = 600µW and Paux = 1.2mW, we are far below
the critical power of the onset of the bistability. Consequently we can exclude an optical
instability due to the static effect to be the reason for instabilities when we add âin

2 for the
coherent feedback loop.

5.5.2 Fiber Phase-Noise
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Figure 5.6: Fiber phase noise acquired with a heterodyne detection
scheme, with the modulation frequency f0, detected at the beatnote fre-
quency f − f0, for the fiber lengths used in the coherent feedback double

pass experiments.

In our coherent feedback loop, phase noise plays an amplified role, as can be seen
from the explicit expression of the mechanical displacement operator in terms of the
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ingoing light quadratures, stated in Eq. (2.25). Due to the quadrature rotation imple-
mented by the loop phase, the original phase quadrature of the ingoing light directly
couples to the mechanical motion, even with a resonant cavity drive. The optical fibers
used in our coherent feedback experiments to set the time delay between the two in-
teractions introduce an additional source of phase noise. In fact, minor variations in
the length of the optical fiber caused by thermal and pressure fluctuations can alter the
phase of the outgoing light. Here we investigate whether the fiber length significantly
affects the magnitude of the introduced phase noise. To measure phase noise, we employ
a self-heterodyne detection scheme, as described in App. A, by overlapping the light that
is passed through the fiber with a frequency-shifted reference beam. We record the noise
spectra via direct detection of the light on a photodiode around the beatnote frequency
for different fiber lengths, as shown in Fig. 5.6. We observe that phase noise increases
for fiber lengths beyond 2m. However, there is no significant increase in phase noise for
fiber lengths ranging from 21m to 80m.

So far, the effect of phase noise has been mostly investigated in the literature in the
context of cooling, where an off-resonant cavity drive transduces noise from the ingoing
phase quadrature onto the cavity amplitude quadrature that can consequently drive the
mechanical motion [176]. In this context, phase noise at the mechanical frequency can be
modelled as a sinusoidal modulation [174, 175, 192] . In the off-resonant case, this results
in a modulation of the cavity amplitude quadrature generated by Sph = Γ1(κ2/2)|C−|2S in

P P ,
where we recall that C− ∝ ∆. This modulation can be associated to an optical bath tem-
perature Tph = Sph/(2kBTmγm), which increases the effective mechanical bath tempera-
ture [175]. The additional mechanical displacement due to the excess phase noise can be
determined using Eq. (1.37) and is given by

δX̂m(ω) = −κχm

√
Γ1(ω)C−(ω)P̂in. (5.3)

However, the situation becomes more complicated in the presence of the double pass,
where the contributions to the mechanical displacement [cf. Eq. (2.25)] from the ingoing
phase noise result in

δX̂m(ω) = −κχm(ω)


√

1− ηκΓ2χm(ω)C−P̂aux

+ P̂ in
1



√
Γ1C− +

√
ηΓ2eiωτ

(
cosϕ

[
C− − 2κC+C−

]
+ sinϕ

[
C+ −κ(C2

+ −C2−)
])

 (5.4)

and are also present for a resonant optical drive. For optimal cooling parameters Ωmτ =
ϕ = π/2 the corresponding power spectral density reads

S̄δX̂mδX̂m
(ω) = κ2|χm(ω)|2ηΓ2|C+|2

(
κ2|C+|2+1

)
S̄PinPin

(ω). (5.5)

Hence in the future, phase noise has to be considered as a serious threat to ground state
cooling for the mechanical oscillator in the double pass configuration, and should be
investigated quantitatively in more detail.
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5.6 Conclusions & Outlook

We implemented an all-optical coherent feedback platform to control the motion of a
mechanical oscillator and demonstrated full control via the parameters of the feedback
loop, namely the phase and the delay. We showed theoretically that this scheme can be
used for ground-state cooling in the unresolved sideband regime without the need for
measurements. We demonstrated experimentally that even with a moderate mechanical
Q−factor, we can beat the theoretical lowest-phonon number limit of cavity dynamical
backaction cooling in the unresolved sideband regime, with only 1% of the optical power
required for the latter. In contrast to previous proposals, where feedback is performed
on the optical cavity mode [112, 42], we perform feedback directly on a mechanical oscil-
lator mode , using orthogonal polarizations for first and second passes. But our scheme
does not rely on the availability of same-frequency orthogonal cavity modes: When ex-
perimentally possible, one could use another longitudinal mode of the cavity. Alterna-
tively, the scheme could also be implemented via a loop that is opened or closed by an
optical switch, with a switching rate 1/(2τ), in such a way that first and second passes
are never at the same time in the cavity. As such, the double-pass scheme can be adapted
to a variety of different physical systems and is not restricted to optomechanics. In the
present configuration, ground state cooling would be achievable by improving the ther-
mal conductivity of the membrane support to ensure thermalization at 4.2K. However,
the most straightforward improvement would consist in using a mechanical resonator
with a higher quality factor [63].

The beauty of coherent feedback lies in its potential for processing non-commuting
observables [24]. In the unresolved sideband regime, coherent feedback opens up the
possibility to generate self-interactions and mechanical squeezing [27], photon-phonon
entanglement [42], or to enhance optical nonlinearities at the single-photon level [184].
Our scheme could also be exploited in the sideband resolved regime, where optomechan-
ical couplings of the form ĉj B̂+ B̂†ĉ†j can be designed, with B̂ being a raising or lowering
operator of the mechanical oscillator. Such couplings are sensitive to both quadratures
and potentially allow for creating non-classical mechanical states using coherent feed-
back [22].

In contrast to measurement-based control, coherent feedback avoids the incoherent
addition of feedback and measurement noise, making it a key technique in the low
phonon-number regime [24]. In particular, the interference of optical input noise can be
tuned to realize backaction cancellation [27, 26]. This makes coherent feedback a promis-
ing candidate for sensing applications, where such backaction cancellation is highly de-
sirable.

Coherent feedback thus opens up new approaches for engineering the dynamics of
quantum systems with potential applications for quantum technology, measurement and
control as well as quantum thermodynamics.
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Outlook

In this thesis, I report on the first implementation of an all-optical coherent feedback
loop, which we used to control the motion of a mechanical oscillator in an optomechan-
ical setup. We demonstrated the control offered by the parameters of the feedback loop,
namely the phase and the delay, which we used to cool the mechanical mode close to
the ground state. Our coherent feedback scheme is advantageous for cooling an optome-
chanical system in the unresolved sideband regime, which we demonstrated by cooling
to an occupation number of the mechanical mode below the dynamical backaction limit.
Furthermore we developed a theoretical description that is in excellent agreement with
the experimental data and that gives an intuitive understanding of the underlying work-
ing principle of the coherent feedback scheme. We also derived an expression for the
minimal achievable phonon number, showing that our scheme allows for ground-state
cooling. Compared to measurement-based techniques, the lower bounds for the cooling
processes result in analogous limits determined by the optical efficiency in our case and
the measurement efficiency for the latter. Additionally, we described and characterized
the next generation of mechanical oscillators that will be used in our experiment, namely
the soft-clamped membranes that provide a remarkable reduction in thermal decoher-
ence. The union of the presented elements paves the way towards exploring quantum
coherent control of optomechanical oscillators using coherent feedback.

In terms of its cooling performance, the coherent feedback experiment still has room
for improvement to actually meet the theoretically predicted limitations and provide
ground-state cooling. Besides the obvious technical improvements such as an improved
thermalization to cryogenic temperatures, also the operation of the coherent feedback
close to cavity resonance would be advantageous for optimal cooling and quantum-
limited readout. To avoid potential cavity instabilities, it would be beneficial to have
a red-detuned cooling beam for precooling, and resonant beams dedicated to feedback,
and potentially also to read-out. This could for instance be achieved by frequency shift-
ing the additional beam to occupy another longitudinal cavity mode, using a separate
laser beam. The additional beam could be stabilized at an arbitrary number of free spec-
tral ranges by locking it to a frequency comb available in our department and optically
connected to our laboratory.

Our coherent feedback scheme uses same-frequency orthogonal polarizations cavity
modes to distinguish and avoid interference between the first and second cavity fields.
Alternatively, for systems where the use of two orthogonal polarizations is not possible,
like for electro- or magnetomechanical systems or microwave circuits, one could consider
using two longitudinal modes of the cavity and frequency shift the light between the two
interactions, if experimentally feasible. However, for many systems, the free spectral
range of the cavity exceeds the frequency shifting technologies. In such cases, instead of a
continuous scheme relying on two orthogonal cavity modes, one can resort to separating
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the two cavity fields in the time domain by employing a stroboscopic coupling scheme.
To achieve this, an optical deflector, such as an AOM, can be inserted into the feedback
loop to open and close the loop stroboscopically. Alternatively one can use two distinct
input ports, which can be selected via a switch, that flips from the initial input port to a
port connected to the leaking light after the first interaction. The required switching rate
is 1/(2τ), which is inversely proportional to the propagation time of the light through
the system. By ensuring that the first and second passes are never simultaneously in the
cavity, optical interferences can be avoided.

Furthermore, a significant improvement of the experimental setup would involve us-
ing a membrane with a lower thermal dissipation rate. Mechanical oscillators with high
quality factors facilitate the preparation of mechanical states close to the ground state,
owing to the reduced coupling to the thermal environment and the lower heating rates
that must be counteracted by cooling. By implementing a membrane-cavity containing a
soft-clamped membrane with a high quality factor Q > 107, the reduced coupling to the
thermal reservoir facilitates the access to the quantum backaction-dominated regime.

The preparation of the mechanical oscillator in its ground state and in the backac-
tion dominated regime enabled by our coherent feedback scheme offers a starting point
for numerous exciting opportunities, especially in the context of coupling the mechani-
cal system in a hybrid setup. We can for instance consider the concrete example of the
hybrid system composed of a mechanical oscillator coupled to the spin of an atomic en-
semble, as described in [127]. Once the mechanical oscillator is not saturated with ther-
mal excitations, we can envision quantum coherent coupling, involving the controlled
exchange of single excitations between the two strongly coupled systems. Promoting the
coupled setup into the quantum-limited regime allows to establish the transfer of non-
classical spin-squeezed states onto the mechanics. However, the verification of the pres-
ence of quantum states leads to additional detrimental backaction. It has been shown
that looped interactions, enabling the repetition of a given interaction in its exact time-
reversed manner, leads to the cancellation of its backaction [27]. In this scenario, the
signal of the system’s interaction is erased from the outgoing beam and can hardly be
used for read-out. However, one could implement a strong light interaction and cancel
the associated backaction while adding a weak auxiliary beam for verification. In gen-
eral for such hybrid coupling experiment, it would thus be advantageous to incorporate
double-pass interactions on its individual systems. This has been done for an atomic sys-
tem before [127], and could be extended to the optomechanical module with the coherent
feedback loop we have described here. Erasing the signal about both systems from the
outgoing light effectively closes the coupled system as a whole with respect to the envi-
ronment and allows for coherent exchange of information between the systems within
the loop.

Our coherent feedback scheme provides tools not only for enhancing motional state
control, but also for a more efficient usage of available optical power and backaction eva-
sion. These capabilities are highly desirable for quantum sensing and communication
[26]. Applying this scheme to optomechanical quantum sensors and combining it with
ingoing squeezed light could lead to measurement sensitivities below the standard quan-
tum limit, bringing the already remarkable ultrasensitive force and displacement detec-
tion capabilities offered by optomechanical systems into the realm of quantum-enhanced
sensing [26, 21, 193]. This could, for instance, lead to improved strain sensitivity in grav-
itational waves detectors [194, 195] and enable the verification of different dark matter
models [196, 197, 198].
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In addition, the noise reduction properties of the coherent feedback enable the co-
herent coupling strength to exceed the noise terms, leading to the generation and en-
hancement of entanglement between different mechanical modes [110, 42, 185, 199].
As such, coherent feedback could facilitate the study of macroscopic mechanically en-
tangled states [88, 87, 89], and lead to insights into fundamental questions related to
gravity and quantum mechanics [200, 201, 202, 203, 204].

Moreover, the coherent feedback loop in our optomechanical setup presents excit-
ing opportunities for further studies. The tunable loop phase allows us to switch be-
tween two different coupling regimes, namely Hamiltonian interaction, as well as non-
Hamiltonian scenarios [27].

In the Hamiltonian case, the feedback loop has the ability not only to cancel noise
but also to produce self-interactions. By adjusting the loop phase during the second
interaction, an interaction term proportional to X̂2

m can be created. This leads to a one-
axis twisting interaction generating mechanical squeezing that is maximal when the loop
phase is set to ϕ = ±π/2, as shown in Eq. (2.90). However, it should be noted that the
squeezing and the backaction rates cannot be simultaneously optimized, as they require
different loop phases. Therefore, significant squeezing can only be achieved once the
squeezing rate exceeds the thermal decoherence rate.

In contrast to the Hamiltonian regime, the loop phase can be chosen to favour the dis-
sipative coupling of the interaction. The presence of a dissipation channel and resulting
non-reciprocal interactions provide opportunities to explore non-Hermitian physics.

The non-Hermitian dynamics that are inherent to our optomechanical coherent feed-
back scheme provide a fruitful platform to investigate the so-called exceptional points
(EP) through the dynamics of an open, non-conservative system that exchanges energy
with its environment [205, 206]. By varying one parameter, the non-Hermitian Hamilto-
nian may exhibit a singularity where the eigenvalues become degenerate, and the eigen-
vectors coalesce [207], corresponding to an exceptional point. Such EPs can lead to var-
ious exotic phenomena related to the sudden jump in the eigenvalue phase, including
unidirectional invisibility [208], absorption enhanced transmission [209], enhanced sen-
sitivity [210, 211], and topological non-reciprocal energy transfer [212]. The remarkable
opportunities for sensing and topological operations provided in the vicinity of EPs make
the study of dissipative dynamics in the quantum regime highly attractive [206]. One ap-
proach to accessing this regime involves modulating the coupling strength between two
modes, such as two mechanical modes [212], a combination of optical-mechanical modes,
or spin-mechanical modes in a hybrid setup. The tunability of the pump lasers and the
resulting ability to control gain and losses, combined with the additional parameters of
the coherent loop, makes coherent feedback on cavity optomechanics an ideal platform
to investigate parity-time symmetries, exceptional points and the specifics of unknown
dynamics in the dissipative regime [206].

Additionally, in the context of quantum thermodynamics, since optomechanical sys-
tems provide coherent conversion between photons and phonons, these are highly inter-
esting to study the transformation between mechanical energy and heat, and could be
used to engineer quantum heat engine [213]. Equipped with coherent feedback, the sys-
tem contains an enhanced controllability of the mechanical susceptibility and additional
control knobs to tune the coupling regime and the dissipative dynamics that remain ex-
perimentally mostly unexplored so far [213, 214, 215, 216].

In the long run, remote quantum coherent coupling of disparate systems could enable
the establishment of a quantum internet, by extending phononic and photonic quantum
networks and leveraging the benefits of coherent feedback to reduce noise and enhance
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the coupling strength and thus boost efficiencies and quantum performance [217, 218,
219, 220, 221].

The coherent feedback scheme presented in this work has the potential to facilitate
state preparation through the generation of QND variables, that are immune to the in-
put field used for measurement, while keeping their signature appearing in the output
signal, which would be extremely valuable for state stabilization [21, 22]. Moreover, the
ability of coherent feedback to produce decoherence-free subsystems (DFS) [122, 21], en-
compassing variables that are completely isolated from the environment, could generate
promising states for quantum computation and improving the lifetime of optomechani-
cal quantum memories [134, 222, 223].

The exploration of coherent feedback holds great promise and excitement, particu-
larly in utilizing both light quadratures, instead of solely relying on the detection of one
quadrature while disregarding the orthogonal one [24], potentially leading to the gen-
eration of non-classical mechanical states using the parametric gain interaction [22]. In
conclusion, numerous unanswered questions remain about harnessing the advantages of
coherent feedback, and we have only scratched the surface of the possibilities it presents.

Moreover, the simplicity of the employed feedback protocol makes it highly versa-
tile and applicable to various configurations beyond membrane-cavities, including other
optomechanical and hybrid setups, for applications that produce a phase-sensitive mea-
surement whenever a strong light-matter interface is present.Therefore, the presented
experiment provides a valuable platform to explore the potential of coherent feedback,
and also offers concepts to extend the given feedback scheme to numerous other physical
systems.
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Appendices

A Heterodyne Detection

Figure 1: Sketch of the Mach-Zehnder interferometer used for heterodyne
detection.

Heterodyne detection is, besides homodyne detection another commonly used method
to detect the phase quadrature of a light mode â. In this case, the signal beam is over-
lapped with a local oscillator b̂ei∆het that is shifted in frequency by ∆het. The phase of
the combined field, containing both the detected field and the local oscillator and thus
the acquired optical quadrature is oscillating in time. In the case where frequency off-
set ∆het is smaller than the center frequencies, we obtain in analogy to the section about
homodyne detection, that the fields at the output ports of the beamsplitter

d̂± =
1√
2

(b̂ei(θ+∆hett) ± â), (1)

such that the expression for the detector signal reads

D̂ ≈ β(ei(θ+∆hett)â† + e−i(θ+∆hett)â). (2)

In the heterodyne detection, the acquisition of alternating optical quadrature oscillating
in time at the frequency of the detuning ∆het contains information about both the am-
plitude and the phase quadratures. Consequently the power spectral density results in
an expression in photon number, containing frequency components at the frequencies
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∆het ±ω [114]

SDD(ω) = β2
[
Saa(∆het +ω) + Sa†a†(∆het −ω)

]
, (3)

which can be written in terms of the optical quadratures

SDD(ω) =
1
4

[
SXoutXout

(∆LO +ω) + SPoutPout
(∆LO +ω)

+ SXoutXout
(∆LO −ω) + SPoutPout

(∆LO −ω)
]
, (4)

which illustrates that the detection is not sensitive to a specific light quadrature, but the
measurement effectuates a time-averaging over both quadratures. The detected power
spectral density is given in terms of the the mechanical position as

SDD(ω) =
1
2

+
[
Γeff(∆het +ω)SXmXm

(∆het +ω)

+ Γeff(∆het −ω)SXmXm
(∆het −ω)

]
, (5)

where the first term can be attributed to the shot noise contributions, and Γeff the effective
measurement rate. Considering each sideband individually, in the limit where γm ≪
∆het, we obtain

SDD(∆het +ω) =
1
2

+ 2γmΓeff|χm(ω)|2n̄th,

SDD(∆het −ω) =
1
2

+ 2γmΓeff|χm(ω)|2(n̄th + 1). (6)

As such a heterodyne measurement provides the possibility for independent and simul-
taneous detection of the positive and negative mechanical sidebands, offering a direct
access to the sideband asymmetry which can be used for temperature estimation and is
described in Sec. 1.5.

Furthermore, self-heterodyne measurements are also frequently used for estimating
the laser linewidth, by introducing a delay in one of the interferometer arms that is longer
than the coherence time of laser or for measuring the phase noise of optical fibres [cf. Sec.
5.5.2].

B Double Pass Optical Output Quadratures

We recall that the outgoing light quadratures after a single optomechanical interaction,
written in terms of the ingoing light quadratures are given by

X̂out
1 (ω) =

[
1− η1κC+(ω)

]
X̂in(ω) + η1κC−(ω)P̂in(ω) + 2

√
η1κC−(ω)X̂m(ω), (7)

P̂ out
1 (ω) = −η1κC−(ω)X̂in(ω) +

[
1− η1κC+(ω)

]
P̂in(ω)− 2

√
η1κC+(ω)X̂m(ω). (8)

In the case of the coherent feedback scheme, these expression remain the same, except
for the mechanical displacement that now contains the contributions from both the first
and the second interactions, as stated in Eq. (2.25). After the double pass interaction, the
resulting outgoing light quadratures are obtained from the expression of the outgoing

132



B. Double Pass Optical Output Quadratures

light mode as stated in Eq. (2.78), which in the frequency domain is given by

âout
2 (ω) =

√
ηeiϕeiωτ

(
1−κχc(ω)

)2
âin

1 (ω) + [1−κχc(ω)]
√

1− ηâaux(ω)

− i
√

2κχc

(
g2 +
√
ηg1eiϕeiωτ

[
1−κχc(ω)

])
X̂m(ω). (9)

The complete expressions for the resulting outgoing light quadratures in terms of the
mechanical displacement turn into

X̂out
2 (ω) =

√
ηeiωτ X̂in(ω)

cos(ϕ)
(
1−κC+ +κ2(C2

+ −C2−)
)

+ 2sin(ϕ)κ
(
C− −κC+C−

)

+
√
ηeiωτ P̂in(ω)

2cos(ϕ)κ
(
C− −κC+C−

)
− sin(ϕ)

(
1−κC+ +κ2(C2

+ −C2−)
)


+ 2
√
κX̂m(ω)

C−g2 +
√
ηg1eiωτ

[
cos(ϕ)

(
−C− + 2κC+C−

)
− sin(ϕ)

(
C+ −κ(C2

+ −C2−)
)]


+
√

1− η
(
(1−κC+)X̂aux +C−P̂aux

)
, (10)

P̂ out
2 (ω) =

√
ηeiωτ X̂in(ω)

2κcos(ϕ)
(
−C− +κC+C−

)
+ sin(ϕ)

(
1−κC+ +κ2(C2

+ −C2−)
)


+
√
ηeiωτ P̂in(ω)

cos(ϕ)
(
1−κC+ +κ2(C2

+ −C2−)
)
− sin(ϕ)

(
−C− +κC+C−

)


− 2
√
κX̂m(ω)

C+g2 +
√
ηg1eiωτ

[
cos(ϕ)

(
C+ −κ(C2

+ −C2−)
)

+ sin(ϕ)
(
−C− + 2κC+C−

)]


+
√

1− η
(
κC−X̂aux + (1−κC+)P̂aux

)
(11)

For the resonant cavity drive (C− = 0), the expressions for the mechanical displacement
simplifies to

X̂m(ω) =
√

2χm(ω)

ξ̂th + X̂in(ω)
√

2κ
[
g1C+(ω) +

√
ηg2eiωτ cos(ϕ)

(
C+(ω)−κC+(ω)2

)]

− P̂in(ω)
√

2ηκg2eiωτ sin(ϕ)
(
C+(ω)−κC+(ω)2

)

+
√

1− η
√

2κg2C+(ω)X̂aux(ω)

 (12)
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and thus the outgoing quadratures become

X̂out
2 (ω) =

√
ηeiωτ

(
1−κC+ +κ2C2

+

)(
cos(ϕ)X̂in(ω)− sin(ϕ)P̂in(ω)

)

− 2
√
ηκg1eiωτ X̂m(ω)sin(ϕ)

(
C+ −κC2

+

)

+
√

1− η(1−κC+)X̂aux, (13)

P̂ out
2 (ω) =

√
ηeiωτ

(
1−κC+ +κ2C2

+

)(
sin(ϕ)X̂in(ω) + cos(ϕ)P̂in(ω)

)

− 2
√
ηκg1eiωτ X̂m(ω)cos(ϕ)

(
C+ −κC2

+

)

+
√

1− η(1−κC+)P̂aux. (14)

C Complete Phonon Occupation Number

In Sec. 1.5 we have derived the direct relation between the integration of the mechanical
spectral density and the average phonon occupation number. For the coherent feedback
loop, the integration of the complete mechanical displacement power spectral density as
stated in Eq. (2.46), leads to the explicit expression for the phonon occupation number

n̄m =
γm

γm + Γm

(
n̄th +

1
2

)
− 1

2
+

κ
8(γm + Γm)




g2
1 + g2

2

(κ/2)2 + (∆+Ωm)2 +
g2

1 + g2
2

(κ/2)2 + (∆−Ωm)2

+ 2g1g2
√
η

[(∆+Ωm)2 − (κ/2)2]cos(ϕ +Ωmτ) +κ(∆+Ωm sin(ϕ +Ωmτ)
[(κ/2)2 + (∆+Ωm)2]2

+ 2g1g2
√
η

[(∆−Ωm)2 − (κ/2)2]cos(ϕ −Ωmτ) +κ(∆−Ωm sin(ϕ −Ωmτ)
[(κ/2)2 + (∆−Ωm)2]2


, (15)

where the different terms correspond in sequential order to the contribution from the
thermal bath, the zero-point fluctuations, the dynamical backaction, and the coherent
feedback loop.
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D More on the Loop Phase

Driving the optical cavity with a detuned light beam adds a phase shift on the outgoing
light beam with respect to the ingoing beam, which is contributing to the total loop
phase. Therefore the values of ϕ that maximize the light-induced damping term Γm as
stated in Eq. (2.29) are plotted in Fig. 2 (a), and differ from ϕ = π/2 if ∆ , 0. Furthermore,
in Fig. 2 (b) we plot the loop phase ϕ that minimizes the force power spectral density
generated by the light Sfb as stated in Eq. (2.41), assuming Ωmτ = ϕ. In case of finite
detuning the ideal phase for backaction cancellation differs from ϕ = 0. It is worth noting
that the values required for the loop phase to minimize the average occupation number
and the optical backaction and do not necessarily coincide.

(a)
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Figure 2: (a): The loop phase ϕ that maximizes the damping rate Γm as
stated in Eq. (2.29) . (b): The argument ϕ + Ωmτ that maximizes the

feedback noise PSD Sfb (right)
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