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Abstract

Quantum networks are envisioned to overcome current limitations in quantum com-
munication and computation. The building blocks that enable the realization of
such networks are quantum memories and single-photon sources. A promising path
to realize these networks is to make use of heterogeneous interconnects. By inter-
facing quantum memories based on atomic ensembles with solid-state sources, the
best of two worlds could be exploited. However, achieving compatibility between
different systems, in order to realize a hybrid quantum network node, has remained
an open challenge.

In this thesis I report on broadband quantum memories implemented in warm ru-
bidium vapor and on a compatible single-photon source based on non-degenerate
cavity-enhanced spontaneous parametric downconversion. The goal is to implement
an elementary interconnect where the experimental complexity is kept low by oper-
ating all components at or above room temperature. Choosing a monolithic cavity
design, the source is inherently robust and reaches high efficiencies. It generates her-
alded single photons with hundreds of MHz bandwidth and reaches high heralding
efficiencies of ≥ 40 %, measured after coupling into a single-mode optical fiber.

The memories presented here are based on electromagnetically induced transparency
(EIT) in a lambda-level scheme in warm rubidium vapor. To suppress the read-out
noise, which is a limiting factor in common ground-state memory implementations,
two separate approaches are followed. In the first one, the atomic structure is mod-
ified by applying a tesla-order magnetic field and working in the hyperfine Paschen-
Back regime. This results in large splittings between the energy levels, which allows
us to optically address individual sublevels in the warm vapor. A spectroscopic study
of EIT and optical pumping in this regime is presented. Our proof-of-principle imple-
mentation of a quantum memory in a miniaturized vapor cell has delivered promising
results. This setup was capable of storing and retrieving weak coherent pulses at-
tenuated to the single-photon level, yielding an end-to-end efficiency of ηe2e ≈ 3 %
and a SNR of up to 7.9(8). The second approach to suppressing read-out noise relies
on exploiting polarization selection rules in a Zeeman-pumped vapor. This mem-
ory implementation was successfully interfaced with 370 MHz-broad single photons
from the heralded downconversion source. The stored photons maintained their non-
classical signature after retrieval, yielding a g(2)(0) = 0.177(23). This constitutes
the first demonstration of single photon storage and retrieval from the ground state
of a warm atomic vapor.

The developed platform operates in a technologically relevant regime for future
experiments, paving the way for the exploration of promising quantum-network
protocols at high bandwidth.
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1 Introduction

The internet had a revolutionary impact on our society. A similar breakthrough in
quantum information science is envisioned with the realization of quantum networks.
Such networks are composed of nodes that store and process quantum information
and that are linked via quantum channels. Single photons are, due to their weak in-
teraction with the environment and their quantum nature even at room temperature,
the leading candidate to exchange quantum information from one node to another.
They can be used to directly transfer qubits, enable sharing the resource of entangle-
ment, or synchronize probabilistic operations. Optical interconnects that reversibly
map quantum states between matter and light are the fundamental building blocks
of quantum networks [1]. For this endeavor, quantum memories [2, 3, 4, 5, 6] and
single-photon sources (SPSs) [7] constitute enabling technologies.

The roadmaps for a quantum internet [8, 9] envision networks capable of quantum
communication [10] made secure through quantum key distribution (QKD) [11, 12];
quantum information processing (QIP) [13] such as distributed [14, 15, 16, 17] or
blind quantum computing [18]; and quantum metrology [19], including distributed
quantum sensing [20], clock synchronization [21], and even enhancing the resolution
of interferometric astronomical telescopes [22]. As with any transformative technol-
ogy, it is difficult to predict all uses.

Recently, the first elementary quantum networks consisting of three nodes have been
realized. The entanglement of the nodes via three-photon interference was demon-
strated in cold Rb ensembles [23], while a three-node entanglement-based network in
nitrogen-vacancy centers [24] successfully performed quantum teleportation between
non-neighboring nodes [25]. There is a large variety of different systems to choose
from to implement the necessary network components, each with its strengths and
weaknesses. No platform so far was able to satisfy all requirements simultaneously.
Most likely, the requirements of different applications will be best fulfilled by dif-
ferent platforms, similarly to classical memories, which apply specific technologies
depending on the use-case. For harnessing the advantages of different systems, het-
erogeneous approaches where interconnects of different technologies are interfaced
are being researched as well. Successful demonstrations of hybrid interconnects
have been achieved, for example by entangling two different rare-earth ion quan-
tum memories working at different wavelengths through spontaneous parametric
downconversion (SPDC) photons [26]. Furthermore, a fully heterogeneous inter-
connect has been demonstrated between a cold atomic ensemble and a rare-earth
doped crystal mediated by quantum frequency conversion (QFC) [27]. First suc-
cesses of heterogeneous interfaces have also been recently reported on with warm
atomic memories [28, 29].
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1 Introduction

A prominent protocol for the robust distribution of quantum information over net-
works is the quantum repeater [30]. For connecting the various network nodes, free
space and optical fibers are suitable transmission channels for photons. Free-space
links between satellites and ground stations have been established with single pho-
tons over distances of up to 1400 km [31, 32], while in ultralow-loss optical fibers,
distances of ∼ 830 km have been successfully bridged. These demonstrations, how-
ever, have reached or are close to reaching the limits of what is possible with direct
links, due to fundamental bounds on the transmission rates [33, 34]. In classical
communication, transmission loss can be compensated with signal amplification or
repetition, and thus does not limit the maximum distance between network links.
However, in quantum communication the no-cloning theorem [35] rules out the rep-
etition or signal amplification to overcome link imperfections and lossy channels.

Quantum teleportation [36] can be used to overcome these limitations. While there
is no fundamental distance limit for teleportation, the entanglement distribution
needed for this protocol will, however, be subject to the limit set by the maximum
rate at which distant nodes can be entangled over lossy channels [37]. In order to
generate long-distance entanglement the quantum repeater protocol was proposed:
instead of relying on direct transmission between two nodes, the distance is split into
elementary links. First, entanglement is created between adjacent nodes separated
by a distance that can be bridged by direct transmission. Once all pairs of neighbor-
ing links have succeeded with establishing entanglement, it can be distributed over
longer distances by entanglement swapping [38] until the two outermost locations
share entanglement. The process of distributing entanglement is probabilistic, thus
succeeding at different times at different nodes. For the entanglement swapping to
work, however, it needs to succeed simultaneously across all elementary links. The
entanglement generation can be synchronized with quantum memories, i.e. the swap
operation is delayed until all adjacent links actually share entanglement.

An influential proposal for the realization of a quantum repeater was put forward
in 2001 by Duan, Lukin, Cirac, and Zoller (DLCZ) [39]. This protocol uses atomic
ensembles as quantum memories, linear optics, and single-photon counting to per-
form all necessary operations. The authors motivate the choice of an ensemble
over a single quantum system (e.g. a single atom) because of its simpler realiza-
tion and a greatly improved generation rate. The latter is achieved thanks to the
collective enhancement due to the large number of atoms. Various theoretical exten-
sions and several refinements followed for this protocol, using photon-pair sources
and multimode memories [40, 41], as well as several proof-of-principle experimental
implementations [42, 27].

Sangouard et al. [43] have proposed an efficient quantum repeater architecture
based on SPSs and quantum memories at each node, which is particularly relevant
for the work in this thesis. By eliminating the intrinsic two-photon-pair emission
probability, which limits the performance of the DLCZ scheme, this protocol can
significantly enhance the achievable entanglement distribution rates. Each network
node has an SPS that ideally creates one photon when excited. This photon is
sent onto an unbalanced beam splitter with the quantum memory at one output,
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1 Introduction

while the other mode is coupled into a fiber leading to a central station. At this
central station the modes coming from two separate nodes are combined onto a
50:50 beam splitter. The detection of a single-photon after the splitter erases the
which-way information creating entanglement between the two memories, which are
in a superposition of being empty or having stored a single photon.

Quantum memories and SPSs constitute key elements of quantum repeaters. They
are necessary for the generation of single photons and for storing and retrieving
them on-demand. Key requirements for the SPSs and memories are high emission
rates, long storage times with high efficiencies, and preferably multi-mode capability.
For implementing a scalable network it would be ideal if memories and sources
can be operated at room temperature, drastically reducing the complexity of the
infrastructure needed at each network node.

Quantum networks do not need to bridge long distances to be interesting. Smaller-
scale, local quantum networks can also be beneficial, without the necessity of telecom
wavelength photons. For example, a viable application would be quantum comput-
ing on a network. The scalability of quantum computers is not a trivial task [44],
for various reasons depending on implementation that range from architecture de-
signs, to space requirements on the chips, and the dissipation of heat induced by
the read-out from the qubits in the dilution fridge. A local network could connect
several such ‘quantum processors’ for scaling the computational resources enabling
distributed quantum computing, which would not require (or even benefit from)
large distances between the nodes.

The applications for quantum memories and SPSs are not limited to quantum net-
works. Optical QIP as linear optical quantum computation (LOQC), for example,
requires only linear optical elements, namely beam splitters and phase shifters, SPSs,
and single-photon detectors [45]. The nonlinearity necessary for universal comput-
ing is obtained probabilistically through photon measurements. With a quantum
memory, each operation is to be repeated until successful, with the output subse-
quently stored until needed. Measurement based quantum computing (MBQC) [46],
which requires the scalable generation of cluster states, would also benefit from using
memories [47]. Quantum memories can strongly increase the success probability of
multi-photon states through synchronization. It is advantageous to place memories
downstream of heralded photon sources and fill the memories as soon as a photon
is emitted. Once all memories are full and the last photon is generated, they can
all be read out at once. The generation of such states with N coincident photons
can find direct application in boson sampling experiments [48]. In [49] the authors
identified the time-bandwidth product of a quantum memory as the most impor-
tant figure of merit for synchronization tasks. For this type of applications memory
and detector efficiencies and fidelity are other important figures of merit. Beyond
synchronization tasks, some implementations of quantum memories can be used as
versatile QIP devices, e.g. by exploiting the selectivity of specific time modes [50]
or by engineering the optical state by multi-pulse addressing [51].

In this thesis, we investigate quantum memories implemented in hot alkali vapor
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1 Introduction

[3, 6]. They constitute an attractive system in which photons with bandwidths of
several hundreds of MHz up to GHz – significantly larger than the natural linewidth
of the atomic transitions – can be stored. The storage is induced by applying con-
trol pulses with high Rabi frequencies that map an incoming broadband photon onto
a shared atomic excitation in the long-lived ground state. Upon sending a second
control pulse this spin wave is converted back into a photonic excitation. The exper-
imental simplicity of hot alkali vapor memories is promising for scalability. MEMS
(microelectromechanical systems) technology has led to the successful miniaturiza-
tion of vapor cells for quantum sensors, especially atomic clocks [52], which, if paired
with low-power lasers, could be integrated in portable devices. These properties
are promising when considering scalable quantum networks, the ability for spatial-
multiplexing, and potentially even enabling satellites-borne applications [53]. The
wavelengths of alkali metals, furthermore, are convenient due to the availability of
efficient single-photon detectors and high-power lasers. Successfully interfacing a
ground-state atomic vapor quantum memory with single photons, however, still re-
mained an open challenge. The generated read-out noise constitutes a limiting factor
in preserving the non-classical properties of the retrieval [54, 55, 56]. Furthermore,
for interfacing, it is necessary that the SPS and the memory are bandwidth- and
wavelength-matched. For these reasons, most atomic vapor memory experiments
use laser pulses attenuated to the single-photon level [57, 58, 56, 59].

The goal of this thesis is to explore the feasibility of warm alkali vapor based quan-
tum memories and SPSs as building blocks for elementary quantum network nodes.
A hybrid quantum-node approach is followed, where SPS and memory are realized in
different technologies. On the one hand, we want to exploit the long coherence times
of atomic ground states for quantum memories, and on the other hand, we take ad-
vantage of the excellent SPS qualities of solid-state sources. We focus on a scalable,
high-bandwidth implementation at near-infrared (NIR) wavelengths, for which effi-
cient sources and memories can be developed, while efficient detectors are commer-
cially available. One of these memories is even implemented in a miniaturized vapor
cell. The working principle of our quantum memories is based on electromagneti-
cally induced transparency in a lambda-scheme. However, we operate the memories
with a small detuning from resonance, on the order of the Doppler-broadening, for
reducing the read-out noise. We investigate two opposite approaches to select and
engineer appropriate three-level systems in the atoms, with the aim to reduce spuri-
ous processes, particularly the generation of read-out noise and parasitic absorption:
1) By applying a tesla-order magnetic field we take advantage of the Zeeman effect
and enter the hyperfine Paschen-Back (HPB) regime. The induced energy split-
ting between the levels is significantly larger than the optical linewidth, allowing us
to address single transitions, which usually is only possible in cold atoms. Before
the memory was implemented, this regime was studied by performing spectroscopic
analysis of EIT and optical pumping. 2) In a zero-field scenario we Zeeman-pump
the atoms and exploit polarization selection rules to suppress noise channels that
so far have been the limiting factor. We operate our memories in a high-bandwidth
regime (compared to the natural linewidth of alkali metals) of several hundreds of
MHz up to almost one GHz, making them especially interesting for applications that
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1 Introduction

require fast operation, such as local networks, synchronization tasks and QIP.

This operating regime makes these ensemble-based memories interesting for inter-
faces with photons emitted by GaAs quantum dots [60, 61, 62, 63]. While currently
neither system was sufficiently mature for interfacing attempts within the scope of
this thesis, it is promising that such an interconnect could be realized in the near
future. We interfaced our memories with single photons generated by SPDC. This
nonlinear process that probabilistically generates photon pairs, has the great advan-
tage of working at room temperature. Detecting one photon of a pair announces
the presence of the second, constituting a heralded single-photon source. Cavity
enhancement allows us to tailor the emission bandwidth of this nonlinear process
from nm down to hundreds of MHz to match the acceptance bandwidth of the vapor
memory. Choosing a monolithic design, where the downconversion crystal functions
simultaneously as the cavity, is intrinsically robust and helps to significantly reduce
the losses and thus to obtain a high heralding efficiency. We combined this her-
alded single-photon source with the Zeeman-pumped memory, demonstrating for
the first time the successful storage and retrieval of single photons in a broadband
ground-state memory implemented in a hot vapor.

Some of the results presented in this thesis are also published in the following pa-
pers:

• R. Mottola, G. Buser, C. Müller, T. Kroh, A. Ahlrichs, S. Ramelow, O. Benson,
P. Treutlein, and J. Wolters, An efficient, tunable, and robust source of narrow-
band photon pairs at the 87Rb D1 line, Optics Express 28, 3159 (2020)

• G. Buser, R. Mottola, B. Cotting, J. Wolters, and P. Treutlein, Single-photon
storage in a ground-state vapor cell quantum memory, PRX Quantum 3,
020349 (2022)

• R. Mottola, G. Buser, and P. Treutlein, Optical memory in a microfabricated
rubidium vapor cell, Physical Review Letters 131, 260801 (2023)

• R. Mottola, G. Buser, and P. Treutlein, Electromagnetically induced trans-
parency and optical pumping in the hyperfine Paschen-Back regime, Physical
Review A 108, 062820 (2023)

Structure of the thesis This thesis is organized as follows. Chapter 2 establishes
the basic concepts of solid-state single-photon sources and atomic vapor memories.
The focus is set on the systems developed in the frame of this thesis, namely heralded
downconversion sources and EIT-based quantum memories. The chapter concludes
with a brief description of the numerical simulation of the storage and retrieval
process, implemented to analyze limitations and guide future developments of the
memory experiments.

In Chapter 3 the monolithic SPDC source is presented. The various design iterations
of the source and their respective characterization are described. The causes of the
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1 Introduction

observed crosstalk between the source and the memories are investigated and the
adaptations necessary for a successful interfacing of the two systems are explained.

The first part of Chapter 4 describes the HPB regime. It starts with a brief theo-
retical introduction to the Paschen-Back regime and to the light-matter interaction
at high magnetic fields. It continues with spectroscopy and EIT measurements as a
preparation for the quantum memory implementation. The final part of the chapter
presents first attempts to polarize the nuclear spin of the atoms in this regime.

Chapter 5 is devoted to the HPB memory. The memory scheme for the high magnetic
field scenario is introduced and it is explained how a near-ideal three-level system
is isolated. A thorough description of the experimental setup is followed by storage
and retrieval experiments with weak coherent pulses (WCPs). The chapter ends
with first interfacing experiments with the SPDC source, discussing possibilities for
future improvements.

Chapter 6 reviews the second approach we pursue to engineer a clean lambda system:
Zeeman-pumping the atomic ensemble. The experimental results demonstrating the
first ever non-classical storage and retrieval in a broadband ground-state atomic-
vapor memory are presented. The chapter closes with some insights obtained by the
numerical simulation.

The thesis is concluded in Chapter 7 with a recapitulation of the achieved experi-
mental results. Open challenges for the presented systems and future goals towards
quantum network applications are summarized.
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2 About Single-Photon Sources and
Quantum Memories

In the introduction we saw that single-photon sources (SPS) and quantum memories
can be considered enabling technologies for quantum communication and networking
applications. In this chapter I will give a short overview of SPSs and memories and
their respective figures of merit. Due to their breadth, this is not intended to be a
complete review of these two fields. Rather, I will focus on the systems I implemented
experimentally and those closely related, or ones that might be interesting for the
direct future development of our experiments.

2.1 Single-Photon Sources

An ideal SPS [7] can be thought of as an apparatus that can emit a single photon ‘on-
demand’, meaning at an arbitrary point in time chosen by the experimenter. Upon
being triggered, this device should emit exactly one photon with certainty. Sub-
sequently emitted photons should, furthermore, be indistinguishable. In addition,
the repetition rate of such an ideal source should only be limited by the temporal
duration of the emitted photons. Real-world implementations of SPSs, however,
deviate from the desired properties and trade-offs need to be made, always with a
specific experimental application in mind.

The development of such sources is a flourishing field of research, with many different
physical platforms being investigated. In general, a distinction between determinis-
tic and probabilistic SPSs is warranted. Deterministic systems emit a single photon
on-demand. Mostly, systems composed of single emitters are considered for this
type of source implementation, such as quantum dots [67, 60], diamond color cen-
ters [67, 68, 69], single atoms [70], single ions [71], and single molecules [72]. The
underlying photon generation process in these diverse systems is similar. The op-
erating principles rely on an external control, e.g. a laser pulse, being applied to
trigger the emission of the single photon. The systems are excited by this control and
will emit a photon upon relaxation to a lower energy state. The emission of single
emitter sources is thus defined by the transition linewidth and wavelength. Optical
cavities are often used to modify the emission characteristics. On the other hand,
probabilistic SPSs rely upon the generation of a correlated photon pair through
spontaneous processes. One of the two photons of the pair can be detected to
‘herald’ the presence of the other photon. The ability to herald an emitted single
photon makes such sources interesting for quantum information applications, even
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2 About Single-Photon Sources and Quantum Memories

though they are inherently of probabilistic nature. Common implementations are
SPDC in χ(2) non-linear crystals [73, 74, 75, 76] and waveguides [77, 78], and spon-
taneous four-wave mixing (FWM) in χ(3) non-linear fibers [79, 80, 81], waveguides
[82, 83, 84], but also in atomic ensembles [85, 86].

Before going into detail describing selected SPS platforms, I will discuss the relevant
figures of merit necessary to compare the various systems and to establish a common
language.

Second-Order Correlations and ‘State Accuracy’ One way to assess the qual-
ity of the output of a SPS is to determine the overlap of the reconstructed density
matrix of an emitted photon with that of a Fock state with n = 1. This, however,
requires quantum-state tomography [87], which is an experimentally arduous and
time-consuming task. Conveniently, metrics like the normalized Glauber second-
order correlation, sometimes also referred to as the “degree of coherence”, can be
used to quantify the multiphoton component of a state. I refer the interested reader
to one of many quantum optics textbooks, such as [88] or [89], for its derivation.

The second-order correlation is a function of the delay time τ between the photon
detections and is given by

g(2)(τ) = ⟨Ê(−) (t) Ê(−) (t+ τ) Ê(+) (t+ τ) Ê(+) (t)⟩
⟨Ê(−) (t) Ê(+) (t)⟩⟨Ê(−) (t+ τ) Ê(+) (t+ τ)⟩

. (2.1)

Here Ê(+) is the positive frequency component of the electromagnetic field propor-
tional to the photon annihilation operator and thus describing absorption, while
Ê(−) is its Hermitian conjugate. The g(2)(τ) can be interpreted as the probability of
a second detection a time delay τ after a first photon was detected.

For a single-mode field this quantity can be simplified to

g(2)(τ) = ⟨â
†â†ââ⟩
⟨â†â⟩2

= 1 + ⟨(∆n̂)2⟩ − ⟨n̂⟩
⟨n̂⟩2

(2.2)

and becomes independent of τ . For a Fock (or number) state the expression above
can be further simplified to g(2)(τ) = 1 − 1/n. For an ideal single-photon state,
corresponding to the n = 1 Fock state, we get g(2)(0) = 0.

The g(2)(τ) can take classically forbidden values, thus yielding two indicators for
non-classical light: one is sub-Poissonian statistics identified by g(2)(τ) < 1, and the
other is photon antibunching, described by g(2)(0) < g(2)(τ). The latter phenomenon
characterizes a source for which it is more likely that successive photons are emitted
with long time separation, rather than at short time intervals. For a single-mode
thermal state (or chaotic light) g(2)(0) = 2 is expected, which describes the photon
bunching effect, i.e. the photons are more likely to be arrive simultaneously and
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2.1 Single-Photon Sources

Figure 2.1: Sketch of a Hanbury Brown Twiss interferometer. The output of a
SPS is sent onto a balanced beam splitter (solid line). A detector is placed after
each output and the coincidences are counted with a time-to-digital converter. The
setup for a HOM interferometer is the same except that two successively emitted
photons are each sent to a different input of the beam splitter.

induce coincidences on the detectors. For a coherent state, as laser light is commonly
modeled, a stream of photons with no correlation is generated, thus resulting in
g(2)(τ) = g(2)(0) = 1. With an increasing number of modes, a multimode state is
expected to reach the same value.

In some communities, especially the one studying solid-state emitters, the term
‘single-photon purity’, being defined as 1−g(2)(0), is adopted to describe the quality
of the output of a SPS. Since the term purity also holds other meanings, to avoid
confusion, I prefer the terms ‘(single-photon) state accuracy’ and ‘single-photon
nature’ instead, as used in [7].

The single-photon state accuracy is one of the key metrics used for the experiments
described in this thesis. It can be measured by directing the output of the SPS
(or the retrieved signal of a quantum memory) to a Hanbury Brown Twiss (HBT)
interferometer (see Fig. 2.1). The second-order (auto)correlation can be expressed
as ratio of the photon detection probabilities [89]

g(2) = p (d1 ∧ d2)
p (d1) p (d2) . (2.3)

The numerator represents the probability of measuring a coincidence, while p(d1)
and p(d2) describe the probability of a click on either detector. These probabilities
can be easily estimated from the counts detected within a certain time frame.

For heralded photons, the second-order correlation conditioned on the detection of a
herald photon is the measure for determining the single-photon nature of the output.
This quantity depends on events where all three detectors (herald and two HBT)
click [90].

Indistinguishability The photon indistinguishability can be seen as the overlap
of the quantum states of two photons, which are either successively emitted by the
same source or originate from different sources. This can be quantified by perform-
ing a two-photon interference measurement, known as Hong-Ou-Mandel (HOM)
interference [91]. The two photons are each sent onto one input of a 50:50 beam
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splitter, while a single-photon detector is placed behind each output. Two indis-
tinguishable photons will perfectly interfere on the beam splitter, resulting in no
coincidences between the detector clicks. This can be shown by rigorously calculat-
ing the output wave function of a balanced beam splitter for a single-mode input
[92] or can be intuited from the Bosonic properties of photons. They require the
global wave function for the two photons to be symmetric. Thus, if the photons are
indistinguishable in every other degree of freedom, they must exit the beam splitter
through the same output to yield a spatially symmetric wave function as well [93].
Usually, the coincidences of a HOM measurement are recorded as a function of a
variable time delay. The indistinguishability is then quantifiable through the HOM
visibility V defined by V = (Cmax − Cmin)/Cmax with C being the maximum and
minimum detected coincidence rate, respectively. We will see later when discussing
quantum memories that the photon indistinguishability can be seen as the analog
to a memory’s fidelity.

Efficiency The efficiency can be understood as the probability of a single photon to
be generated into a specific mode. A distinction is necessary between deterministic
and probabilistic sources. For deterministic SPSs the end-to-end efficiency is con-
stituted by the product of the excitation probability times the extraction efficiency.
The first one constitutes the probability that the physical system is excited upon
application of a trigger, while the latter determines how efficiently the generated
photon can be extracted from the medium into a specific mode of interest. Unfor-
tunately, the definitions of ‘extraction efficiency’ found in the literature varies, and
it is often defined at some arbitrarily chosen point, for example at the first lens as
in [60]. In my opinion, such a definition is not appropriate as a specification of how
application-suited a source is. For such a purpose, I prefer the definition of the like-
lihood to successfully extract the photon out of its environment into a single-mode
fiber. Not only does this definition constitute an end-to-end efficiency for the source
(when multiplied by the excitation probability), which is the relevant quantity for
applications, but it also ensures that the emission is single mode. Furthermore, it
is usually necessary to couple the output into a fiber for detection anyhow, and this
way the source is directly ready for any interface that accepts a fiber input.

Since an isolated mode of a photon-pair source only exhibits single-photon charac-
teristics if conditioned on the other mode, it is convenient to define the heralding
efficiency for probabilistic sources. This is the probability of having a signal photon
in the output fiber of the SPS after having detected a herald photon. It is impor-
tant to point out the asymmetry arising from this conditioning. While losses in the
signal arm have direct repercussions on the source’s efficiency, losses in the herald
arm only reduce the rate of conditioning.

The efficiency of an SPS is particularly important when considering interfaces with
a quantum memory affected by read-out noise, as is the case for hot-vapor ground-
state memories. In fact, every time the memory is triggered without a single photon
coming from the source, the read-out noise induced by the memory’s control is
accumulated. A high noise contribution will contaminate the output correlations

10



2.1 Single-Photon Sources

and deteriorate the single-photon nature of the retrieval. It is therefore convenient
to define a µ1 parameter for a memory that states the necessary minimal efficiency
of a source to reach a signal-to-noise ratio of one for said memory [94].

Generation Rate The generation rate, in some cases referred to as brightness,
refers to the single photons that are emitted per unit of time by the source. In the
case of deterministic SPSs, it is determined by the repetition rate of the exciting
laser, however, it is limited by the lifetime of the excited state. For probabilistic
sources, on the other hand, the best metric to describe the emission rate are the
herald detections per second.

By our definition of an ideal SPS, a multimode output is not desired, since it would
make the emitted photons distinguishable. If a device emits two separable modes,
it might be considered as two individual SPSs. By defining the efficiency after
coupling the output into a single-mode (SM) fiber, which acts as a spatial filter,
we have already narrowed down the emission to a sole spatial mode. If a source
emits different spectral modes they need to be filtered, e.g. with etalons. If the
time-bandwidth product of the emission is Fourier limited the source only emits one
spectral mode [95]. For heralded SPS the number of modes can be estimated by the
peak height reached by the unconditioned autocorrelation (see Ch. 3).

All the figures of merit presented up to here describe how closely a source approaches
an ideal SPS. If, however, the SPS is meant to be interfaced with another system,
as for example in our case a quantum memory with the application of building
quantum-network nodes, the compatibility of the two systems is also important.
For such an application, wavelength and bandwidth matching are important for
successfully interfacing the systems. While this appears trivial when implementing
the source in the same physical system as the addressed memory, e.g. both SPS and
memory are in an atomic system, it can be quite a challenging engineering task to
match solid state sources with atomic memories.

2.1.1 Atomic Ensembles

The photons emitted by SPSs based on atomic ensembles are inherently compatible
with systems of the same atomic species. The most prominent example of SPSs
based on atomic ensembles relies on the Duan-Lukin-Cirac-Zoller (DLCZ) protocol
proposed for quantum networks [39]. This protocol relies on atoms with a lambda-
scheme of energy levels. After preparing the ensemble into one ground state, a short,
off-resonant laser pulse induces Raman scattering. A Stokes photon announces the
scattering event and the creation of a shared atomic excitation, which is then ready
to be read out on demand. By applying a second control pulse on-demand, the source
is triggered and the atomic excitation is converted into a photon. The source acts like
the quantum memories presented later (see Section 2.2) except for the fact that the
ground-state spin wave is generated spontaneously through scattering, as opposed to
being deterministically read-in from an ‘input’ signal. The DLCZ read-only memory
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is a heralded SPS that, however, can emit its photons with a variable delay, which is
limited by the coherent excitation’s lifetime. Implementations of this scheme can be
found both in cold and hot atomic ensembles. Even a fully heterogeneous quantum
network interconnect has been demonstrated using this protocol [27].

Heralded SPSs can be implemented in atomic ensembles as well. A recent im-
plementation [86] is based on spontaneous FWM in a warm Rb ensemble, where
GHz-broad photons with a HOM visibility of > 80 % were generated at high rates
with low noise.

2.1.2 Quantum Dots

Quantum dots are (potentially) deterministic solid-state emitters made of a low
bandgap semiconductor material embedded in a high bandgap material. The most
investigated type of quantum dots is composed of InAs or InGaAs in GaAs. This
type of quantum dots excels with g(2)(0) values below 1 % [60]. At the same time,
the photons emitted by the same quantum dot can reach indistinguishabilities above
99 % [96]. The operation rate is determined by the radiative lifetime of the emitter,
which in some cavity-based approaches can reach repetition rates of 1 – 2 GHz [60].
However, their typical emission wavelengths are ≥ 900 nm, making them incompat-
ible with memories in Rb vapor.

During the growth process, the lattice mismatch between the utilized materials
leads to the creation of small islands (in the order of tens of nm) of the low bandgap
material: the quantum dots. Through this strong spatial confinement of a quantum
dot, the resulting potential experienced by electrons and holes can be described as
square potential with its characteristics discrete energy levels. In a semiconductor
the occupied valence band and the unoccupied conduction band are separated by
the bandgap. A photon can excite an electron into the conduction band, creating a
hole. The electron-hole pair is called an ‘exciton’. The ground state and the exciton
constitute a two-level system, resembling that of an atom [97].

Due to the high refractive index of GaAs the probability of the emitted photons
exiting the host material from one facet is only around 2 % [60]. In order to increase
the extraction efficiency and couple the generated photons into one optical mode,
various strategies to engineer the photonic environment have been adopted, such as
coupling the quantum dots to micropillars, nanowire antennas, microcavities, and
more.

The recent developments of GaAs/AlGaAs quantum dots are of particular interest
for our purposes. In fact, these semiconductor emitters can be considered to be
“artificial Rb atoms” [98]. The fabrication process includes etching nanoholes with
Al droplets and successively filling them with GaAs. During fabrication, the emission
wavelength can be coarsely tuned to reach about 780 nm, matching the Rb D2
line. The self-assembly fabrication process results in a spread of wavelengths of the
quantum dots across a sample. A single emitter can be tuned by inducing strain with
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a piezoelectric actuator for fine-tuning to a specific Rb transition line, with tuning
ranges up to 1.15 THz, which is approximately three orders of magnitude larger than
its linewidth [99]. To suppress charge noise (which initially was worse than in InGaAs
dots), the dot is embedded in a n-i-p diode structure. This results in a blinking-
free emission with transform-limited linewidths [61], while adding the ability to tune
the emission wavelength through applied gate voltages. With these improvements, a
high indistinguishability of photons emitted by independent quantum dots, reaching
visibilities of 93 %, was measured without any kind of filtering [62]. So far, this was a
longstanding problem, even for the ‘standard’ quantum dots, since the interference
is subject to uncorrelated noise in the two separate semiconductor environments.
Often, photons from different dots had to be filtered (spectrally or temporally) to
make them indistinguishable [100].

It has been demonstrated that by exploiting spontaneous spin-flip Raman transitions
designer photons can be generated in GaAs quantum dots [101]. The shape of
the emitted photons is determined by the tailored temporal profile of the applied
excitation pulse. Bandwidths as low as 200 MHz, constituting a reduction of almost
an order of magnitude, were achieved, making this an interesting technique to reach
bandwidth matching with other systems.

In some recent work [63], the on-demand generation of single photons with a prob-
ability of 57 % to have the photon at the end of the final fiber was demonstrated
at a rate of 1 GHz using an InGaAs quantum dot coupled to an open microcavity.
This is a huge advancement closing the compatibility gap between semiconductor
quantum dots and atomic memories a little further.

The development currently in progress for this new type of GaAs quantum dots
is promising. Some transfer of techniques used on their well established InGaAs
counterparts is still necessary, though. It seems, however, that, e.g., adapting mi-
crocavities to these ‘Rb-like’ emitters should only be a matter of time. Furthermore,
fabrication of such dots at 795 nm is being currently tested. These advances would
allow us to consider quantum dots as sources to interface our vapor memories with.
Richard Warburton’s research group at the Universität Basel, with which we have
an ongoing collaboration, is one of the pioneers in this field.

2.1.3 Spontaneous Parametric Downconversion

Parametric downconversion is the most common process used for the generation of
correlated photon pairs. This generation process is experimentally uncomplicated
and can be performed at room-temperature. Furthermore, achieving tunability over
a wide range of wavelengths is possible [102]. These features made it attractive
for us to test our memories with a downconversion source first. However, the low
generation rates of the process can constitute a major problem for some applications.
Low rates cannot be compensated by increasing pump power indefinitely, since this
inevitably results in a deterioration of the state accuracy.

13



2 About Single-Photon Sources and Quantum Memories

In the SPDC process a pump beam illuminates a material with a second-order
nonlinear optical susceptibility χ(2). Within the medium an incoming photon from
the pump beam is spontaneously downconverted in a three-wave mixing process into
two photons with lower frequency under conservation of energy and momentum:

ωpump = ωsignal + ωidler , ∆k = 0 , (2.4)

where ∆k = kp − ks − ki is the wavevector mismatch of the involved fields. The
generated photons are conventionally referred to as signal and idler in order of de-
creasing frequency. These conservation laws are the cause of the strong correlations
between the generated photons.

Incidentally, the two conservation laws limit the possible wavevector relations be-
tween the two emitted photons, known as phase-matching conditions. While these
conditions make the emission highly directional, which is advantageous when col-
lecting the generated photons, the limited control one has over the dispersion of the
material makes phase matching possible only for specific sets of wavelengths. The
most common technique to achieve phase matching is to exploit the birefringence
displayed by many crystals. The conditions can be fulfilled in two configurations
called type-I phase matching, where the signal and idler field have parallel polar-
izations but are orthogonal to the pump, or type-II, when signal and idler polar-
izations are orthogonal to each other. The second-order nonlinerarity is present
in many inorganic crystals, such as LN, BBO and KTP, which have large second-
order susceptibilities. Conventionally, angle of incidence and temperature tuning are
used to eliminate the wavevector mismatch (∆k = 0). There are, however, scenar-
ios in which the phase-matching conditions for the desired conversion wavelengths
may not be achievable by these means. The technique of quasi-phase-matching can
be used when conventional phase matching is not possible [103]. This technique
involves using a periodically-poled material, a structure that has been engineered
such that one of the crystalline axes is periodically inverted as a function of the
crystal length. As a consequence, the sign of the nonlinear coupling is also regularly
inverted. This introduces an additional wavevector in the phase-matching condi-
tion ∆k = kp − ks − ki − 2π/Λpp. By choosing the poling period Λpp such that it
matches twice the coherent buildup length of the nonlinear interaction (typically on
the order of 10 µm), an inversion of the crystal axis can prevent the field amplitude
of the generated wave from decreasing due to a non-zero wavevector mismatch ∆k.
In this way the field amplitude can grow monotonically. Additionally, quasi-phase-
matching allows collinear parametric interaction to be achieved. The inversion of the
crystalline axis can be achieved during the fabrication process by applying voltage
pulses to the crystal through periodically structured electrodes [104].

In appropriately engineered media, type-0 phase matching is possible as well [105].
Here all three involved polarizations are aligned. This is of special interest for
integrating SPDC sources on optical circuit chips and waveguides [106, 78].

We distinguish between a degenerate SPDC process, where signal and idler ide-
ally are identical, and a non-degenerate one, where the two generated photons are
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emitted at different wavelengths and can be distinguished. A degenerate down-
conversion source requires more degrees of freedom and therefore more effort to be
implemented. Degenerate operation is usually chosen when a photon-pair source
rather than a heralded source is desired [107].

Photons generated by bulk SPDC typically have a spectral width in the order of
hundreds of GHz to THz [108]. Two different approaches can be followed to narrow
down the emission spectrum for bandwidth matching an SPDC source to an atomic-
ensemble based quantum memory. The first one is to spectrally filter the output
of the source. The obvious drawback, however, is that since only a tiny fraction of
the spectrum is maintained, the brightness of the source, which is already intrinsi-
cally limited to avoid multi-pair emission, is drastically reduced. The alternative is
to place the SPDC medium inside an optical cavity, forming an optical parametric
oscillator (OPO), which narrows down the emission to the cavity decay rate. Addi-
tionally, the cavity can enhance the brightness of the source in comparison to what
could be achieved with the same crystal in a non-resonant source design.

Only when the cavity resonances coincide for both wavelengths, can the biphoton
propagate in the cavity. In the degenerate scenario this results in a comb like
emission spectrum, with the free spectral range (FSR) of the cavity spacing the
resonances, modulated by the gain envelope of the nonlinear process. For degenerate
SPDC in a cavity, where signal and idler have the same FSR, the spectrum of
the biphotons is the product of the downconversion gain envelope and the cavity’s
Airy transfer function. For the non-degenerate scenario, however, signal and idler
experience different FSRs in the cavity, resulting in a so called ‘clustering effect’.
Each cluster consists of one joint resonance that overlaps for signal and idler and
several joint resonances where the modes only partially overlap. After a certain
number of FSRs the signal and idler resonances overlap again, forming the next
cluster. The spectrum can be computed by multiplying the Airy functions describing
the comb-like spectrum for signal and idler by each other and by the SPDC gain
envelope. An in-depth theoretical model for the downconversion process in OPOs
can be found in [108]. By appropriately engineering the cavity properties it is
possible to have one dominating resonance per cluster and in some scenarios even a
single cluster within the gain envelope [109]. Except for this last specific scenario,
the output of the OPO needs to be spectrally filtered, e.g. with etalons, to have
single-mode emission. The separation of adjacent clusters depends on the difference
of the group indices for signal and idler and can be approximated by [110]

∆νcluster = ∆νFSR,s∆νFSR,i

|∆νFSR,s −∆νFSR,i|
= c

2L
1

|ng,i − ng,s|
. (2.5)

While bulk SPDC can reach very high heralding efficiencies (e.g. 97 % in [107]),
when using an OPO this quantity is drastically reduced due to optical losses. In
order to still be able to narrow down the emission bandwidth while maximizing
heralding efficiency, a monolithic OPO approach can be pursued to reduce losses
(see Ch. 3).
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The ideal state emitted by a (non-degenerate) downconversion source is the two-
mode squeezed state. For small pair generation probability λ≪ 1 it can be expressed
as [111]

|ψ⟩ ≈
√

1− λ2 |0, 0⟩+ λ |1, 1⟩+O
(
λ2
)

. (2.6)
From the wave function it becomes clear that the emitted photons are exclusively
generated in pairs. From the equation above the inherent trade-off of this genera-
tion process between emitted-pair rate and multi-pair emission probability becomes
obvious. For this reason SPDC sources are operated far below threshold when used
for the generation of heralded single photons. This is especially important when
they are operated in an OPO, because the presence of the emitted photons could
stimulate the process and lead to parametric amplification.

When one of the photons of a pair is discarded or ignored (mathematically speak-
ing, traced out), as is done for example in the measurement of the unconditioned
autocorrelations, the remaining mode behaves like the radiation field of a thermal
source.

2.2 Quantum Memories

An optical quantum memory can be defined as a stationary device that takes an
input quantum state (or part of it, if considering dual-rail approaches) of a single
photon and preserves it faithfully in time. Furthermore, this device should be able to
re-emit said quantum state at a later point in time on-demand, e.g. when receiving
an asynchronous trigger. The qualifier ‘optical’, which I will omit from here on,
refers to the fact that visible and NIR photons are considered. To differentiate this
type of device from the read-only memory I presented in the previous section and
listed as a SPS, it can be referred to as read-write memory. In general, the quality
achieved through the storage should be higher than what could be achieved with
purely classical means, e.g. measure-and-prepare schemes.

The general principle of the quantum memory storage process is a coherent mapping
of a state of light into a state of matter, and vice versa for the retrieval. A whole
plethora of physical systems is currently being investigated for the implementation
of quantum memories. The variety of media used for storing single photons (or
at least attenuated laser pulses in some examples) includes platforms such as rare-
earth doped ions [112, 113, 114, 115], nitrogen-vacancy centers [116, 24, 25], cold
atomic ensembles [117, 118, 119, 120, 121], single trapped atoms [122, 123] and, as
in our case, atomic vapors at room temperature (or above) [57, 124, 125, 58, 55,
28, 126, 56, 59].Each platform offers particular advantages over others, and it is
plausible that there will not be one perfect quantum memory implementation for
all applications, but rather, as in the field of classical memories, solutions optimized
for specific tasks.

Historically, quantum memory protocols are based on two distinct approaches for
storage, which could be categorized as optically-controlled memories and engineered
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absorption memories [6]. In optically-controlled memories a strong control pulse is
used to mediate storage and retrieval. Since the retrieval is induced by the appli-
cation of a second control pulse, this type of memory can be read out at arbitrary
times. Prominent examples for this approach are EIT, which will be discussed in
detail in the following sections, and off-resonant Raman memories.

In the engineered absorption approach the properties of an inhomogeneous broad-
ening are tailored to obtain the desired absorption and re-emission characteristics.
This allows for intriguing schemes as for example (longitudinal) controlled reversible
inhomogeneous broadening (CRIB) [127, 128] or gradient echo memory (GEM). Here
an electric or magnetic field gradient is used to inhomogeneously broaden the ab-
sorption line. After absorbing a photon, the atoms start accumulating a phase which
depends on the local detuning from the signal frequency. By reversing the external
field, the atoms experience a detuning with opposite sign, which leads to a rephasing
of the ensemble and successive re-emission of the photon. Another example is the
atomic frequency comb (AFC) protocol [115], where the absorption profile is tai-
lored into a periodic comb with equispaced narrow peaks by spectral hole burning.
When a photon, which is spectrally broader than multiple comb spacings, is collec-
tively absorbed, the atoms at different frequencies start to dephase. The photon is
re-emitted after the rephasing time, which corresponds to the inverse of the comb
spacing.

To achieve true on-demand read-out, the engineered absorption protocols can be
extended by applying a π-pulse after a photon is absorbed by the medium [115].
The pulse maps the photon to a metastable state, pausing the rephasing of the
atomic spin. After an arbitrary delay, a second pulse transfers the atoms back to
the excited state, where the precession continues until re-emission occurs. Such
protocols can be considered hybrid schemes.

There are two common methods to enhance the light-matter interaction in order
to obtain an efficient memory. The first one is to place the medium in an optical
cavity, so that the light experiences many round-trips increasing the absorption
probability. The second one is to use an optically thick ensemble and exploit the
collective coupling [129], which enhances the interaction by a factor

√
N [130, 131],

with N being the number of atoms.

For scenarios were the necessary delay is known in advance, and thus on-demand
read-out capability is not necessary, there are easier ways of preserving a photon
than mapping it to a matter state. Delay lines can be used to propagate the photon
over a predetermined length L, e.g. in free space or through an optical fiber, to
achieve the desired delay ∆t = nL/c, with the refractive index of the medium of
propagation n. However, considering that for significant delays long delay lines are
needed, this technique is affected by loss. A fancy alternative would be to delay
the light by significantly changing its group velocity as is done in slow light [132]
(see Section 2.2.2). To make them more versatile, delay lines can be looped. For
example, a traveling wave resonator with a polarizing beam splitter can be used.
By adding a device that can rotate the polarization, e.g. a Pockels cell, the time at
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which the photon exits the cavity can be controlled, as an integer multiple of the
round-trip time, by rotating its polarization. Empowered with loops, the distinction
between delay lines and memories can become blurry. In reference [133] such a delay
line was successfully used to synchronize the output of two heralded SPSs. These
were operated with a pulsed pump laser whose period τ was matched to a round-
trip time of the delay loop. Thus, the first emitted photon could be delayed by an
integer multiple of the round-trip time and synchronized with the second heralded
photon, even though its emission time was not known a priori. The fact that only
discrete delay steps are possible, represents no limitation for the task at hand, thus
it is appropriate to call the used device a quantum memory in this context.

Analogously to the SPS section, I start by introducing the figures of merit, primar-
ily relying on the definitions provided in Refs. [3, 134]. The figures of merit will
again be defined to include all unavoidable imperfections. It is worth mentioning
that the quantum memory protocols are not exclusively associated to one platform.
Most of them have been demonstrated in more than one physical system, and most
platforms can implement more than one scheme. However, so far there has not been
a combination that simultaneously excels in all figures of merit. The importance of
the figures of merit depends, however, on the specific application, which means that
different memories perform better at different tasks.

Fidelity The fidelity is the analog to what the indistinguishability is for a SPS,
with the difference that the fidelity is measured between the ‘same’ photon before
and after being stored. For arbitrary states described by a density matrix ρ it is
defined as the state overlap between the input state and the one that is read out
[2, 135]

F = Tr
√√

ρoutρin
√
ρout . (2.7)

If both input and output states are pure, the expression above reduces to
|⟨ψin|ψout⟩|.

For realistic memories with finite chance of success it is convenient to make this
quantity independent from the efficiency with which the memory reads out photons.
By conditioning the fidelity on the success of the read-out, where F = ηFcond, we ob-
tain the conditional fidelity which quantifies the deterioration of state independently
of the efficiency [3].

Efficiency The efficiency of a quantum memory is the success probability of storing
and re-emitting a single photon [3]. To be more precise, I consider here the end-to-
end efficiency, which is the quantity directly accessible by an experiment and is the
relevant metric for assessing whether a memory is ready for a certain application.
It is the probability to have a photon in the single-mode fiber downstream of the
memory after retrieval, if there was a photon as an input. The end-to-end efficiency
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is specific for a certain storage time (cf. section memory lifetime). The end-to-end
efficiency, also referred to as external efficiency, is defined as

ηe2e = Nret −Nnoise

ηsourceηdetNtrig
. (2.8)

Here Nret represents the number of counted photons in the retrieval and Nnoise the
detected read-out noise measured in a separate measurement under the same con-
ditions but with no input. Ntrig describes the number of attempts to store a photon
performed in the experiment, which, depending on the mode of operation of the
memory, is given either by the number of received triggers, for a periodically trig-
gered memory, or the number of detected heralds, for a reactive memory interfaced
with a probabilistic source. By dividing by the detector and source efficiency this
metric is made independent from the imperfections of these two devices. However,
other technical losses that are inherent to the successful operation of the memory,
for example signal losses in a noise filter, are not factored out [4], since without these
inefficiencies the memory would not be able to perform as stated.

For ease of comparison between different memories, the efficiency is often extrapo-
lated to ‘short’, actually zero, storage time after determining the memory’s lifetime.
If this extrapolated value is additionally divided by the signal transmission through
the setup, the internal efficiency can be obtained from the measured end-to-end ef-
ficiency. The internal efficiency describes how efficiently the physical processes of
storage and retrieval take place in the considered system. It is the product of the
efficiencies for the two separate processes of reading the photons in and out [130],
which are the quantities that can be obtained through theoretical models.

Lifetime One possible way of defining the lifetime is through the coherence time of
the storage state of the memory [5]. It constitutes the time up to which the collective
superposition is preserved before it starts to dephase, e.g. because of coupling to
the environment. Dephasing makes the state incoherent, rendering it useless for the
intended application.

The lifetime constitutes an upper bound for the maximum storage time after which
the memory read-out is still useful for a specific task [87]. This definition is con-
textual and can be defined as the time after which a specific figure of merit, e.g.
the efficiency, has fallen below a certain threshold, commonly 1/e [126, 134]. In the
following chapters I will report the 1/e lifetime of the end-to-end efficiency.

For a fairer comparison of lifetimes across different memory implementations, the
fractional delay, defined as the ratio of storage time to pulse width, is an appropriate
metric [136]. Since the pulse width is approximately the minimum time a gate
operation takes, the fractional delay corresponds roughly to the maximum number
of possible operations, e.g. synchronization attempts, that can be performed within
the lifetime of the memory [126].
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Read-Out Noise An important figure of merit for characterizing the performance
of memory implementations prone to read-out noise, as are for example memories
in hot vapors, is the signal-to-noise ratio (SNR)

SNR = Nret −Nnoise

Nnoise
. (2.9)

Nret represents the number of detected events within a time window in which the
retrieval is attempted. Nnoise on the other hand is an estimation for the read-out
noise obtained from a comparable experiment run without signal input. The noise
events are counted in the same time window. It can be legitimate to adapt the
time gating by narrowing or widening the considered window to better suppress the
generated noise, as long as the same region of interest is chosen for all figures of
merit for consistent specifications.

The µ1 parameter is defined as the inverse of the SNR corrected for possible ineffi-
ciencies of the signal input [137, 58, 126]. It describes the necessary mean photon
number of an input in order to achieve a SNR of one for the characterized memory
[94]. This number can be used to set requirements for SPSs to be interfaced with
the memory.

Following the definition of the g(2) for SPSs, one can also determine the state accu-
racy of the output retrieved from the memory. If a single-photon state was stored
into the memory, according to the definition of fidelity, a single-photon output is
desired. However, the read-out noise strongly affects this quantity by contaminat-
ing the retrieval and by altering the measured g(2) value. In fact, measuring the
single-photon nature of read-out has been a long-standing problem for broadband
ground-state vapor cell memories [54, 55, 56] (more about how this was solved in
Ch. 6). To estimate the g(2) of the read-out expected from theory, in [55] the authors
have built an incoherent model in which the combined photon statistics of the input
photon and the read-out noise are considered. Following the argumentation from
[138] they obtain

g
(2)
ret,theo =

(Nret −Nnoise)2g
(2)
input + 2Nnoise(Nret −Nnoise) +N2

noiseg
(2)
noise

N2
ret

. (2.10)

This model does not include the effects of all possible noise sources. Especially for
coherent noise processes like FWM, a coherent model is necessary [55]. Neverthe-
less, from the equation above we can get an impression of how the second-order
autocorrelation is affected by read-out noise.

Modes In the context of quantum memories, the mode capacity can refer to various
concepts. The most intuitive one refers to spatial modes, which actually corresponds
to the number of modes that can be stored, for example in an atomic ensemble
[139, 140]. In [141] this concept has been dubbed ‘quantum hologram’. It can also
refer to temporal modes [115, 142]. In this context, a train of identical pulses, only
distinguishable by their arrival time, is stored into the memory. Here the mode
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capacity can be interpreted as the number of pulses that can be stored before the
first one needs to be read out again. Temporal multi-mode memories are of interest
for long-distance communication, since they promise higher rates [40].

Compatibility In order to work, a memory needs to be matched to the band-
width and wavelength of the incoming photons. Additionally, a high bandwidth is
intrinsically desirable, since it is the defining quantity for the operation speed in an
application [3]. For synchronization applications, the bandwidth is incorporated in
the so called time-bandwidth product – the product of the acceptance bandwidth
and the memory lifetime. This is the critical metric for synchronization of sponta-
neous SPSs using quantum memories as it determines the increase in coincidence
rates [49]. For long-distance quantum communication, photons in the telecom bands
have the great advantage of having minimal absorption losses within optical fibers.
However, this does not directly imply that memories must operate at those wave-
lengths. QFC [143] is making fast developments. This new resource has already
proven to be a well suited bridging technology that allows the frequency conver-
sion of single photons preserving, or even enhancing, their indistinguishability [144].
External conversion efficiencies of 57 % have recently been demonstrated [145] for
QFC.

2.2.1 Vapor Cell Memories

Alkali metal vapors constitute a good and simple platform for implementing quan-
tum memories [146, 125, 59, 28]. Due to their high number density, high optical
depths (ODs) for transitions in the NIR can be reached for temperatures in a range
of 50 – 100 ◦C [6]. Said transitions can be optically pumped and manipulated with
diode lasers, making them easily accessible. For such experiments (see [3, 4, 6] and
references therein), Rb and Cs are usually chosen, among other properties, for their
ground-state splitting of several GHz, which facilitates separation of the signal from
the control beam.

The metastable ground states of alkali atoms make for excellent storage states. In
fact, long coherence times can be reached. The memory implementations are usually
limited by other factors, such as the diffusion of the atoms out of the interaction
volume or collisions that perturb the spin state [147, 148, 56].

By cooling and trapping the atoms, the lifetime of the memory can be prolonged.
That, however, comes at the expense of an increased experimental complexity, there-
fore losing one of the key advantages of this platform: the experimental simplicity of
vapor cell setups, which should not be neglected when considering the scalability of
this system and how realistically it could be operated under real-world conditions.

An important class of memories is based on an ensemble composed of atoms with a
possibly isolated three-level system. Two useful configurations of the atomic energy
levels are the lambda [147, 146, 149] and the ladder (or cascade) [28, 126] schemes.
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Figure 2.2: Three-level system. Ω denotes the Rabi frequency of the control or
the signal, respectively. The latter is assumed to be very small, since we consider
a single photon. (a) Lambda system as used in EIT based storage protocols. (b)
Dressed states generated by coherent coupling of the control laser give rise to the
AT doublet.

I will proceed by going into detail about the first configuration, as it corresponds to
the scheme we implement in our memories, and then briefly comment on the pros
and cons of the latter.

2.2.2 Lambda-Memories

One of the most common configurations used for quantum memories is the lambda
scheme, named after the Greek letter Λ due to its resemblance to the involved energy
configuration (see Fig. 2.2(a)). The level system is composed of a ground state |g⟩
coupled to the excited state |e⟩ through the signal transition with a detuning ∆s.
Preferentially, |g⟩ is chosen to be a dark state for the control, which couples the
storage state |s⟩ to |e⟩ with a detuning ∆c. Usually, the system is kept on two-
photon resonance, meaning that the individual detunings are equal (∆ = ∆s = ∆c),
since the considered processes then become more efficient. In alkali vapors |g⟩ and |s⟩
are conveniently chosen to be metastable ground states, whenever possible different
hyperfine states, with no optical transition between the two. We define the decay
rate as Γ = Γeg + Γes, where Γex describes the decay rate from the excited state
into state |x⟩. Initially, the atomic medium is prepared by optically pumping all the
atoms into the state |g⟩.

Depending on the detuning ∆, different scattering regimes describe the storage
processes taking place. Even though the physical description may vary, in [131] it
has been shown that identical maximal efficiencies, which depend only on the OD,
can be obtained throughout the different detuning regimes.

Electromagnetically Induced Transparency In the regime where the work-
ing point detuning of the memory is comparable to the width of the (broadened)
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linewidth, the storage process is best described by the phenomenon of electromag-
netically induced transparency (EIT). For better understanding, let us start by first
considering the phenomenon for a static control field.

Static EIT causes an opaque medium, which in absence of the control field would
just absorb the signal, to become transparent for said signal [150]. For small two-
photon detunings ∆s ≈ ∆c the absorption is strongly reduced, while in the case of
two-photon resonance full transparency can be reached.

The transparency can be understood as destructive interference between the direct
excitation pathway |g⟩ → |e⟩ and the indirect pathway |g⟩ → |e⟩ → |s⟩ → |e⟩ (or
higher order) in a laser-dressed medium. Due to the control field’s much higher
intensity, the indirect absorption pathway has a probability amplitude of the same
order of magnitude as the direct one, but with opposite sign for resonant fields [151].
The linear electric susceptibility χ determines the refractive index of an atomic
medium. Its real part is thus related to the dispersion, while its imaginary term
describes the absorption within a medium. The linear susceptibility for the signal
transition in the considered three-level system (without inhomogeneous broadening)
can be expressed as

χ = −naσeg

keg

2Γeg(∆s −∆c)
2iΓ(∆s −∆c) + 4∆s(∆s −∆c)− |Ωc|2

. (2.11)

A full description of this phenomenon and the derivation of the expression above
can be found in topical reviews as [151, 152]. In the equation above na is the atomic
number density, σeg the scattering cross section, and keg the wavevector of the
signal transition. The real and imaginary parts of the susceptibility are visualized in
Fig. 2.3(a) as a function of the signal detuning. It is noticeable that the transparency
window is accompanied by a (very) strong dispersion, which usually occurs where
the absorption is strong. This property can thus be exploited to manipulate the
light propagation with the atoms. Recalling that the group velocity of the light
follows the relation vg ∝ ( ∂χ

∂ω
)−1 [153], EIT can be used to slow down light. Slow

light can propagate with significantly reduced group velocity vg ≪ c. In [154] the
authors reached a group velocity of 17 m s−1 in an ultracold atomic ensemble.

The phenomenological description above is valid for the regime where Ωc ≪ Γ,
usually called the EIT regime. By increasing the Rabi frequency of the control field
with respect to the (broadened) linewidth, there is a smooth transition to the Autler-
Townes (AT) regime. Note that Eq. (2.11) is valid throughout both regimes. Due to
the involved strong control field, the AT regime is best described in the dressed state
picture. Neglecting the weak probe field we have a typical dressed two-level system
(see Fig. 2.2(b)). On resonance, the dipole interaction Hamiltonian is diagonal in
the coupled basis with the eigenstates |ϕ±⟩ = 1√

2(|s⟩ ± |e⟩) with an energy shift of
±ℏ

2Ωc with respect to the energy of the bare excited state. The two peaks in the
absorption plot in Fig. 2.3(b) can be understood as the resonances of the two dressed
states, known as the AT doublet, induced by the control laser. The energy splitting
is ℏΩc.
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Figure 2.3: Real and imaginary parts of the electrical susceptibility of the signal
transition in a three-level system as a function of the detuning. The control field is
on resonance ∆c = 0. The susceptibility is plotted in units of naσeg

keg
. Two scenarios

are considered: (a) Ωc ≪ Γ and (b) Ωc > Γ, corresponding to the EIT and AT
regime respectively. The red curve in (a) shows the susceptibility in absence of the
control.

In this regime the following picture can be adopted: if the signal is tuned to the
zero-field resonance between the two dressed states, since these coupled states are
equally spaced, but with opposite sign of detuning, they have the same contribution
of linear susceptibility but opposite sign, which leads to destructive interference of
decay channels [151]. In fact, for Ωs ≪ Ωc, which is being considered here, |g⟩
becomes a dark state for the signal field. This can be seen as the border case
of coherent population trapping, where the two fields are highly unbalanced. The
generated dark state, which is a superposition of the two ground states, has an
increasing component of state |g⟩ with decreasing Ωs. A detailed description of EIT
in the dark state picture can be found in [152].

By changing the control’s Rabi frequency, EIT can be used to store light, as first
proposed in [155]. Tuning off the control field (Ωc → 0) further reduces the group
velocity. If the transparency window is ‘closed’ while the signal pulse is inside of the
atomic medium, the light can be ‘stopped’. By turning the control field on once more,
the group velocity increases again and the photon exits the ensemble. However, this
‘stopping’ of the light should not be taken literally, since it is associated with the
temporary transfer of the photon’s energy to the medium. In fact, the signal is
stored as a superposition between the two states |g⟩ and |s⟩, which is often referred
to as a spin wave. The system can be described as a combined excitation of the
light field and the atomic spin, called a dark-state polariton [156]. The transfer of
the quantum state of the signal photon to the atomic ensemble during storage can
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be described by

|1⟩ph ⊗ |g1, g2, ..., gN⟩ ←→ |0⟩ph ⊗
1√
N

N∑
j=1

ei∆kzj |g1, ..., sj, ..., gN⟩ (2.12)

where N is the number of atoms, zj the position of the j-th atom along propagation
axis, and ∆k the wavevector difference of the control and signal fields [2]. The pho-
tonic excitation is mapped onto the atoms as a shared coherent excitation between
the states |g⟩ and |s⟩ of the atoms. This Dicke state with a single excitation, which
is often referred to as W state, is particularly robust against particle loss [129, 157].
If atoms are lost, the remaining system remains entangled. The spin wave does not
contain any contribution of the excited state |e⟩, and it is therefore not affected
by its short lifetime. The retrieval is commenced by turning on the control field
again, whereupon the collective dipole moment re-emits the stored photon. By ap-
plying the read-out control pulse in the reverse direction, one initiates the exact
time-reversal of the storage process, called ‘backward’ retrieval, which yields maxi-
mal achievable efficiencies. The photon is thus re-emitted along the same direction
it came from, which can pose experimental difficulties. For this reason, and for
phase matching considerations as well, it can therefore be more convenient to apply
the second control pulse along the same direction, in what is known as ‘forward’
retrieval. Although this approach usually reaches slightly lower efficiencies, which
do not always tend to unity for increasing OD, it can have advantages in terms of
the achievable signal transmission through a setup.

The requirement for an optically thick medium can be understood from the necessity
to simultaneously fulfill the following two requirements [158]: Firstly, the slowed
down pulse needs to fit inside the medium. In order to avoid the leading edge of
the pulse to leak through or the tail to be cut off, the pulse length Lp = vgt in the
medium should not exceed the length L of the atomic ensemble. Hence, an upper
bound for the pulse duration can be expressed as t ≤ τ = L/vg, with the group
delay τ . Secondly, to be efficient, the spectral components of the pulse need to fit
inside the transparency window, to avoid absorption and the resulting losses through
spontaneous emission. In the EIT regime the FWHM of the transparency window
∆ωEIT in an optically thick medium can be obtained from the susceptibility in the
form:

∆ωEIT =
√

2|Ωc|2

4Γ
√

OD
. (2.13)

The second requirement can be expressed as lower bound for the pulse duration
t ≥ ∆ω−1

EIT. The group delay of the medium can be described in terms of the static
EIT window width as τ =

√
OD/∆ωEIT [158]. The conditions specified above can

be combined into the ratios L/Lp ∼ τ/t ≤
√

OD [156]. The larger these ratios the
better the memory performance. This requires a medium with a high OD≫ 1, which
corresponds to a significant slowdown of the signal pulse. For optimally matched
temporal profiles of signal and control pulses, the OD of the medium is the only
parameter that determines the storage efficiency.
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Off-Resonant Raman Scattering At this point I shall briefly mention another
possible scattering regime in which a memory in the lambda scheme can be operated.
For detunings ∆ much larger than the broadened linewidth, off-resonant Raman
scattering describes the physical process of the light-matter interaction.

A photon with a large detuning ∆ is sent into the vapor cell. Simultaneously, a
control pulse on two-photon resonance is applied. The photon is absorbed via a
virtual state induced by the control, and a Stokes photon is emitted. The photonic
excitation is mapped, analogously to the EIT scenario described earlier, to a shared
coherent excitation between the two involved ground states. For the retrieval pro-
cess, a second control pulse with the same detuning is applied. The chosen detuning
can be significantly larger than the bandwidth of the photon, so that the excited
state is never occupied.

The dressed state picture can be used to understand the Raman memory scheme
as well. In this scenario, the driving field is detuned from the bare resonance. The
coupled states are thus asymmetrically split, one close and one further away from
the resonance. The incoming signal is not tuned between the two dressed states, as
in EIT, but onto resonance with the state |ϕ−⟩, which has the larger |s⟩ component
[159]. The fundamental difference to the EIT scheme is that there is no interference
of absorption pathways in this protocol, and that there is no group velocity reduction
of the light in the atomic ensemble [3].

Bandwidth, Noise, and Lifetime As we have seen, quantum memories in warm
atomic ensembles allow for high-bandwidth storage, which is not, as one might
think, limited to the rather narrow natural linewidth of the atomic species. The
physical limit is given by the splitting between the two states |g⟩ and |s⟩, commonly
chosen to be of two different manifolds of the hyperfine split ground state. When
the bandwidth of the photon to be stored becomes of the same order of magnitude
as this splitting, it couples to both states and the storage process starts failing. The
practical limit, however, usually is constituted by the available control power. In
fact, the acceptance bandwidth of the memory depends, as we have seen, on the
Rabi frequency Ωc of the control transition, which is defined by ℏΩc = dE, where d
is the dipole moment of the transition (e.g. for the 87Rb cycling transition, which is
the strongest, d = 2.53×10−29 C m) and E the electric field of the control laser. For
a beam of approximately 0.5 mm in diameter, an optical power of at least 100 mW
is necessary for the control field to drive the cycling transition on the D2 line (which
has the highest transition strength) with a Rabi frequency of ∼ 1 GHz. From an
experimental point of view, this sets the requirement of using optical amplifiers when
working with diode lasers. Experiments involving successful storage of attenuated
laser pulses with bandwidths exceeding 1 GHz have already been reported [149].

The necessary intense control pulses expose one of the main challenges of imple-
menting a quantum memory: separating the single signal photon from the control.
Various filtering techniques (cf. Ch. 5) such as polarization, spectral, and in some
cases spatial filtering, help suppress the control, while attenuating the signal as little
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as possible. However, while the control can successfully be suppressed by 16 orders
of magnitude (see Ch. 6) the read-out pulse can also induce noise processes in the
atoms, which result in the emission of spurious photons that cannot be filtered out
from the signal, since they have the same frequency and polarization. Commonly,
three main noise-generating processes are identified: fluorescence noise, stimulated
Raman scattering, and FWM noise [6].

Fluorescence Noise – Let us assume for the discussion of the noise mechanisms that
the storage state |s⟩ is chosen to be in the other hyperfine ground-state manifold with
respect to |g⟩. The two states are thus split by the hyperfine splitting hνhfs. For warm
Rb νhfs ≈ 10Γ, where Γ is the Doppler-broadened linewidth. Even if off-resonant,
the control field can couple to the ground state and induce fluorescence. Due to
collisional relaxation in the excited state1, this fluorescence occurs at the natural
frequency of the spectral line with a Doppler-broadened profile, even when induced
by a detuned field [161]. The resulting light is thus dubbed ‘collisional’ fluorescence.
By working with a detuning of the signal, but still on two-photon resonance, this
type of fluorescence can be filtered out. Due to the Doppler-broadening, however,
large detunings are necessary, leading to reduced coupling strengths. Due to their far
off-resonant working point, this type of noise is less of an issue for memories in the
Raman scheme. An additional way to mitigate the effect of this noise channel is time
gating. The D2 excited state in Rb has a lifetime of approximately 26 ns. If the stored
signal pulses are significantly shorter than this lifetime, then the contribution of the
fluorescence can be notably reduced. In [57] this method has been demonstrated in
a Cs memory.

Stimulated Raman Scattering – The thermal population distribution of the ensemble
is given by the Boltzmann factor, and unless hνhfs ≫ kBT , all the ground states
are equally populated. For alkali vapors with hyperfine splittings < 10 GHz, this
is true at room temperature. If the atoms are not actively removed, the control
pulses will scatter population in |s⟩, creating anti-Stokes noise (still considering the
atomic configuration from Fig. 2.2(a)). These photons have the same frequency and
polarization as the signal. This process is known as stimulated Raman scattering.
Since the ground-state splitting is, to some degree (see Ch. 4), dictated by the atomic
species and the high temperatures are necessary to reach high ODs in the vapor,
the ensemble needs to be optically pumped to a good degree to empty the state |s⟩
before a storage attempt is undertaken.

FWM Noise – The last noise process is FWM, which is schematically shown in
Fig. 2.4. The control field off-resonantly couples to the ground state |g⟩, producing
a Stokes photon and transferring an atom to |s⟩. A second photon from the control
pulse can then excite this atom, which emits an anti-Stokes photon. While the
Stokes photon can be filtered, the anti-Stokes photon has the same properties as
the signal, and cannot be filtered. Often the statement is found, that for νhfs ≳ ∆
the memory interaction couples more strongly than the spontaneous FWM and

1When these collisions happen during the write or read processes they can also lead to decoherence
[160].
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Figure 2.4: Four-wave mixing. (a) The control field couples off-resonantly to the
ground state |g⟩, generating a Stokes photon transferring an atom to |s⟩. (b) The
control field can now couple |s⟩, producing an anti-Stokes photon that cannot be
filtered since it has the same properties as the signal.

that only for far off-resonant Raman protocols does FWM become a significant
source of noise [6]. However, this statement might be misleading. In [162, 163] the
authors found that FWM can dominate even on resonance if the OD is high enough.
Unfortunately, a high OD is desirable for an efficient memory. The model for the
field propagation inside an EIT medium with FWM developed by [164] determined
the functional limit for an EIT quantum memory. According to their findings, the
noise becomes exponentially large for OD > ∆|Ω′|/γeg|Ω|, where |Ω| is the control
field Rabi frequency, |Ω′| is the Rabi frequency of the detuned control field on the
signal transition, and γeg the decoherence rate. In order to be able to reach high
enough ODs to make the storage process efficient, the ratio γeg/∆ needs thus to
be minimized. Another reason to limit FWM is that it lowers the fidelity of the
memory.

The noise considerations introduced so far assume a three-level system. Real atoms,
however, have many more states that need to been taken care of in an application.
Additional states can lead to spurious processes that lower the memory performance.
For example, in scenarios where the signal couples to an excited state for which the
control transition is forbidden, the photon is just absorbed and lost. Or, if there
is more than one excited state coupling to the ground states, the coupling might
interfere and cancel out. Selection rules, optical pumping and external fields are
helpful tools to isolate (near) ideal systems that I will explore in the chapters to
come.

Limitations of Memory Lifetime – To conclude the discussion about lambda-scheme
memories in hot vapors, I will consider dephasing and decoherence effects that af-
fect the memory’s lifetime. EIT itself has a strong angular dependence in Doppler-
broadened atomic vapor [165]: for storage, an angle between the beams can lead to
dephasing. In Eq. (2.12) we see that the wavevector difference ∆k between signal
and control beam causes a spatial phase dependence in the spin wave. If the atoms
move during the storage time, which is the case for a warm ensemble, the spin wave
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dephases and the memory performance decreases upon retrieval. The wavelength of
the spin wave λSW = 2π/∆k should be longer than the vapor cell’s length, so that
the phase mapped onto all atoms is homogeneous [166]. The maximal spin-wave
wavelength is obtained for a collinear configuration. The dependence on the angle
between the two beams is strong enough, that angles large enough (compared to the
typical length scale of an optical setup) for even mild spatial filtering become the
limiting factor of the lifetime in hot vapor memory implementations. In [56] an angle
of only 10(1) mrad was sufficient to limit the lifetime to 68(7) ns. In cold atom imple-
mentations, where the atoms move significantly slower, this poses a minor problem,
as in [167] for example the authors used an angle of 13◦ and reached a lifetime on the
order of 4 µs. The expression for determining the spin-wave dephasing-limited mem-
ory lifetime can be found in [166, 167]. A Gaussian decay of the memory efficiency
is expected for dephasing [166].

In hot vapors and in the absence of a buffer gas, the atoms fly through the vapor cell
performing a ballistic motion with an average velocity ⟨vT ⟩ =

√
8kBT/πm. They

thus fly in and out of the interaction volume interrogated by the field. The transit
time of an atom through a beam with radius r can be estimated by τ = 2r/⟨vT ⟩.
A time τ after the write pulse, the atoms with the shared excitation have moved
out of the interaction volume and are no longer addressed by the read-out pulse.
Alternatively, if the vapor cell diameter is matched to the transverse beam profile, so
that the atoms are confined within the interaction volume, at most after a time τ the
atoms collide with the cell walls, randomizing their spin state. To mitigate the effect
of wall collisions, anti-relaxation coatings can be applied to the vapor cell to preserve
the spin states (see Section 4.4.2). In order to reduce the fast thermal ballistic motion
of the atoms, often an inert buffer gas with a small collisional dephasing cross-section
for alkali ground states is added to the vapor cell. This changes the atoms’ motion
to a diffusive one, resulting in a longer atom-laser interaction time given by [158]

τ−1 = 2.4052 D

r2 + 6.8λmfpr
(2.14)

where D is the diffusion constant, and λmfp = 3D/⟨vT ⟩alk-bg the mean free path
between collisions of the alkali atoms with the mean relative velocity ⟨vT ⟩alk-bg =√

8kBT/πM . Here M is the reduced mass of the colliding system.

Another relevant decoherence mechanism originates from alkali-alkali collisions,
which can lead to pair-wise spin exchange. This type of collisions involves the
swapping of the electron spins of the collision partners, conserving the total angular
momentum, which leads to scrambling of the Zeeman state of the involved atoms.
The rate of decoherence through spin-exchange γSE is given by γSE = nσSE⟨vT ⟩alk-alk,
with the alkali number density n, the spin-exchange cross-section σSE, which for Rb
is σSE = 1.9 × 10−14 cm2, and the relative mean velocity between the two alkali
atoms ⟨vT ⟩alk-alk [168]. For the so called ‘stretched’ state, where the spin is fully
aligned, spin exchange is forbidden due to conservation of angular momentum. By
preparing the atomic ensemble in this particular states this decoherence channel can
be suppressed. Another way to suppress spin-exchange induced decoherence is to
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work in a particular environment of low static magnetic field and high alkali density
known as spin-exchange relaxation free (SERF) regime. This regime is often used
for the operation of vapor cell magnetometers [169] and was successfully applied in
a quantum memory implementation, which using anti-relaxation coatings as well,
demonstrated a lifetime of 430 ms in hot Cs vapor [59]. Furthermore, it has been ob-
served that in high magnetic fields (kG) the Rb-Rb relaxation rates are reduced by
a factor of 3 even at multiatmosphere buffer gas pressures compared to the zero-field
scenario [170].

2.2.3 Ladder-Memories

Another interesting three-level scheme for the realization of quantum memories is
the cascaded or ladder scheme. Here the storage state is chosen to be an excited
state of a higher electron orbital instead of a ground state. This bears the obvious
drawback of the spin-wave coherence time being fundamentally limited by the ex-
cited state’s radiative decay lifetime. Additionally, due to the significantly different
wavelengths of the two transitions, the spin wave dephases after an even shorter time
because of the wavevector mismatch. However, the scheme comes with attractive
advantages as well. The difference in frequency between the two addressed frequen-
cies is so large that it becomes trivial to suppress the control field with simple color
filters. The physical constraint for the bandwidth is, technically speaking, lifted. In
the scenario with |g⟩ and |s⟩ separated by the hyperfine ground-state splitting, the
photons are limited to bandwidth smaller than this splitting, so that they cannot
accidentally couple to both ground states. For ladder-memories this does not consti-
tute the liming factor due to the very large splitting, allowing for almost arbitrarily
high bandwidths. Furthermore, only very little noise is generated since there is no
population in the storage state chosen to be doubly-excited. No pumping is thus re-
quired, meaning that no preparation time is necessary before each storage attempt,
which in our implementations poses the current limit to the repetition rate of the
experiment.

Ladder-memories have been implemented both in Cs [28] and in Rb [126, 171]. In
both cases the storage state was chosen to be in the D orbital. In this scheme no
FWM can occur and noise from imperfect pumping is not an issue. Apparently,
collisional fluorescence seems not to be a problem either for this scheme, since in
both demonstrations no narrow-band filtering was necessary. In [28] the authors
were able to successfully store and retrieve heralded single photons with no added
noise.

In order to protect the collective state from inhomogeneous dephasing, techniques
like dressing the storage state with an auxiliary state have been developed [172].
Despite the short storage times, these memories are envisioned to work as ‘noise-
free quantum buffer’ to make identical photons from distinguishable noisy SPSs
by filtering their temporal-spectral mode [173]. Recently, a ladder-memory imple-
mented in Rb has been demonstrated to be able to directly store photons with a
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wavelength in the telecom C-band [174]. Despite the very limited fractional-delay,
this implementation marks an interesting development.

2.3 Numerical Simulation

In hot vapors it is challenging to maintain high transparency and long ground-state
coherence for high number densities [158]. It is therefore practical to optimize storage
for an imperfect but real scenario with moderate ODs by seeking a balance between
losing the tails of the pulse and having a finite spectral EIT width. Gorshkov et
al. [131, 175, 130, 176, 177] have published a series of theoretical works on lambda-
scheme storage, valid for EIT, off-resonant Raman and some photon-echo memory
protocols, both for the scenario of atoms in a cavity [175] and in free-space [130],
including a treatment for inhomogeneous broadening [176]. This work represents a
useful tool for optimizing the performance of a quantum memory and even offers
insights on how to apply a gradient-ascent algorithm to perform the optimization
numerically [177]. In this series of works the authors found that there is a maximum
achievable efficiency that exclusively depends on the OD, since the photonic coupling
to the spin wave depends on the OD. Furthermore, achieving maximal efficiency does
not require an adiabatic turning on or off of the control pulse and can be achieved
by optimizing the control shape to the signal input or vice versa. The optimization
procedures described in the aforementioned theoretical work have been successfully
demonstrated for the case of moderate OD < 25 [148]. For increasing ODs, on
the other hand, a deviation from theory was observed, attributed to FWM being
a competing process and having an impact on the spin wave, as they described in
[54].

As a tool to further improve our quantum memories after a proof-of-principle demon-
stration, I implemented a numerical simulation of the storage and retrieval process
based on the aforementioned theoretical works. The simulation is meant to guide
us through the vast interdependent parameter space for analyzing limitations of the
experiment and guiding future development.

For the simulation I considered an atomic four-level system following the description
in [178], which itself builds on the free space treatment of Gorshkov et al. [130, 131].
A uniform distribution of atoms within the interaction volume is assumed. In our
experiments, the condition posed in [130] that the control beam be much wider
than the transverse mode of the signal is not always met. For this reason, I decided
to take into account the transverse profile of both light fields by implementing the
three-dimensional equations of motion, as used in [179] and derived in detail in [159].
I considered the scenario of collinearly propagating signal and control beam in the
paraxial approximation. This allowed me to simplify the considered problem by
exploiting the cylindrical symmetry through integration over the angle ϕ. In order
to simulate a hot vapor I included both collisional broadening induced by the buffer
gas as well as inhomogeneous Doppler broadening. To model the latter, different
velocity classes of the atoms are introduced, as shown in [176]. The atoms are sorted
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into j separate velocity classes, such that all atoms in a certain velocity class have
approximately the same velocity vj an thus experience the same detuning. It is
assumed that the individual atoms do not change their velocities during the storage
and retrieval processes. This assumption is valid as long as these processes are
much faster than the mean free time between collisions. In the vapor cell used for
the Zeeman memory, the mean free time between collisions is approximately 20 ns,
thereby fulfilling this requirement. However, during the considered storage times of
> 80 ns it is assumed that the atoms fully rethermalize, which means that the atoms
fully redistribute among the different velocity classes. By increasing the number of
velocity classes the computation becomes more accurate, albeit at the cost of new
equations of motion, making the simulation more time-consuming. While the effect
of the Doppler-broadening is considered in the simulation, the actual motion of
the atoms is neglected – the atoms are considered stationary but experiencing a
detuning. The motion of the atoms plays a crucial role for the dephasing of the spin
wave. However, for simplicity, no deterioration of the spin wave during the storage
time is considered. Both backward as forward retrieval can be implemented in the
simulation. Because of its relevance to the experimental approach, I focused on the
latter scenario.

In the current implementation, the simulation does not include any noise model.
The results must thus undergo a critical sanity check. A typical pitfall would be
that the simulation finds the highest efficiency for the memory on resonance, which
is also where the read-out noise would be the highest – this would most certainly
not constitute the best operation point.

2.3.1 Equations of Motion

In this section I will present the equations of motion implemented for the simulation
and describe how the efficiencies of the storage and retrieval process are calculated.
I will, however, refrain from reproducing the derivation of said equations and refer
the reader to the corresponding sources. The equations of storage and retrieval
in a four-level system are derived in [178], the implementation of velocity classes
for treating inhomogeneous broadening in [176] and the derivation of the three-
dimensional equations of motion for a three-level system can be found in [159].

A lambda scheme is considered as shown in Fig. 2.2(a). However, to approximate
a more realistic scenario, a second excited level that can couple to both the signal
and control fields is added. The two excited states have a frequency splitting ∆e.
The incoming photon is described by a quantum field with a slowly varying envelope
operator E(z, ρ, t). In order to describe the involved dynamics, three further sets of
operators are necessary: the polarization operators P1,j(z, ρ, t) and P2,j(z, ρ, t) for
the respective excited state and the spin wave operators Sj(z, ρ, t). The index j
denotes the velocity class. The intense control field, with a peak amplitude Ωmax,
is implemented as a classical field Ω(z, ρ, t), which is considered not to be affected
by the storage and retrieval interactions. Both the transverse profile as well as the
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temporal profile of the control pulse are programmed to be a Gaussian distribution.
Both its waist and temporal width are freely selectable. Both light fields are assumed
to be centered at the corresponding transition frequency with a detuning ∆s and
∆c respectively.

The equations of motion are derived under the dipole and rotating wave approxi-
mations. The quantum field is considered to be weak. This implies the assumption
that almost all atoms remain in |g⟩ during the process and only terms to linear
order in E are retained. The incoming quantum field is assumed to have only one
non-empty mode in the time interval [0, T ]. This incoming mode is mapped onto
some mode of S during the storage process. The retrieval is defined as the reverse
process of mapping back the spin wave mode to an outgoing field at a later point in
time Tr > T .

For modeling the inhomogeneous broadening, the Gaussian velocity distribution
(along the optical axis) of the atoms for the considered ensemble temperature is
divided into classes with equal velocity span, for a total of j velocity classes (prefer-
ably an odd number to include the zero-velocity class). The fraction of atoms in
each class is expressed by pj, with ∑

j pj = 1. The central velocity of each class
vj is used to compute the associated Doppler shift ∆D

j = ω0vj/c, where ω0 is the
unperturbed transition frequency.

Expressed in a coordinate system where τ = t − z/c is the time in a co-moving
reference frame and z̃ is a dimensionless length (z̃ ∈ [0, 1]), the equations of motion
are(

α2

2iks

∂2
ρ + ∂z̃

)
E = i

√
dγ
∑

j

(√
pjP1,jµ1,g +√pjP2,jµ2,g

)
(2.15)

∂tP1,j = −(γ + γhom + i(∆s + ∆D
j ))P1,j + i

√
dγpjEµ1,g + iΩSjµ1,s

(2.16)

∂tP2,j = −(γ + γhom + i(∆s + ∆D
j )− i∆e)P2,j + i

√
dγpjEµ2,g + iΩSjµ2,s

(2.17)
∂tSj = iΩ∗(µ1,sP1,j + µ2,sP2,j) + i(∆s −∆c)Sj . (2.18)

The transverse derivative in Eq. (2.15) describes the diffraction of the signal field
as it propagates. The aspect ratio α = L/ws is introduced to correctly scale the
two spatial coordinates. Here, the length of the vapor cell is denoted by L and ws

represents the signal beam waist. The magnitude of the signal wavevector is given
by ks. γ is the decay of the coherence of the excited state, corresponding to half of
the spontaneous emission rate Γ = 2γ (for a purely radiative decay). Homogeneous
broadening, e.g. as the collisional broadening due to buffer gas, is accounted for by
γhom. We adopted the notational conventions from [178]. As is common in theoretical
works, the resonant OD and the Rabi frequency Ωmax are defined as half of their
experimental value. To avoid confusion, I introduce the quantity d = OD/2. The
relative dipole moments µx,y, where x = 1, 2 denotes the considered excited state
and y = g, s the ground state, are expressed in units of the dipole moment of the

33



2 About Single-Photon Sources and Quantum Memories

two-level cycling transition. Consequently, Ωmax and d are expressed for the cycling
transition as well. This (apparently) facilitates the comparison between different
systems.

For the computation, dimensionless time and frequency quantities in units of the
FWHM of the control pulse or its inverse value are used respectively. At the be-
ginning of the storage process, right before it enters the ensemble, the photon is
described by the temporal envelope Ein(ρ, τ). The transverse profile is programmed
to be a Gaussian distribution. Furthermore, we assumed a perfectly pumped sce-
nario at the beginning, meaning that all the atoms are initially in the ground state
|g⟩, thus there are no excitations in the spin wave nor in the atomic polarizations.
The initial boundary conditions for the storage process can be thus expressed as

E(z̃ = 0, ρ, τ) = Ein(ρ, τ)
Pi,j(z̃, ρ, τ = 0) = Sj(z̃, ρ, τ = 0) = 0 with i = 1, 2 . (2.19)

The boundary condition for the transverse profile is that for |ρ| → ∞ all involved
fields and polarizations vanish. This is achieved by manually programming E to be
zero at the maximum value of ρ considered in the numerics. The system of partial
differential Eqs. (2.15)–(2.18) is solved numerically. In the next section I will briefly
comment on how I have implemented the numerical computation. Based on these
results, the storage efficiency can be computed by taking the ratio of excitations
mapped to the spin wave to the incoming photon

ηs = 2π
∫∞

0
∫ 1

0 ρ|Sout|2 dz̃ dρ
2π
∫ T

0
∫∞

0 ρ|Ein|2 dρ dτ
(2.20)

where Sout = S(z̃, ρ, τ = T ) is the spin wave mapped to the atoms at the end of the
storage process. The spin wave S to which all Sj average after rethermalization is
given by S(z̃, ρ, τ) = ∑

j
√
pjSj(z̃, ρ, τ).

The scenario of forward retrieval can be described with the same system of equations
with different initial conditions. We consider that at the retrieval time Tr > T the
atoms have rethermalized and the spin wave is the same across all velocity classes.
At the beginning of the retrieval process there is no excitation in the quantum field
E and the polarizations are also assumed to be zero. As the initial value for the
spin wave we take the spin wave resulting from the storage simulation at time T
wheigted by the fraction of atoms in the corresponding velocity class. The boundary
conditions for the retrieval (denoted by the superscript r) thus are

Er(z̃ = 0, ρ, τ) = 0
P r

i,j(z̃, ρ, τ = Tr) = 0 with i = 1, 2
Sr

j (z̃, ρ, τ = Tr) = √pjSout . (2.21)

By solving the system of differential equations Eqs. (2.15)–(2.18) with these new
initial conditions we can compute the retrieved field Er

out(ρ, τ) = Er(z̃ = 1, ρ, τ).
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The retrieval efficiency is obtained analogously to what we have seen for the storage
process

ηr =
2π
∫∞

Tr

∫∞
0 ρ|Er

out|2 dρ dτ
2π
∫∞

0
∫ 1

0 ρ|Sr
in|2 dz̃ dρ

, (2.22)

where Sr
in = Sout.

For comparisons with experimental data, where it is difficult to assess the efficiency
of the two separate processes, it is convenient to compute the internal efficiency,
which in theoretical publications is referred to as total efficiency, and is given by

ηtot = ηs × ηr . (2.23)

Alternatively, one could directly compute the ratio between the output and input E
fields.

2.3.2 Some Comments on the Numerical Methods

Our problem expresses as a system of 3j+ 1 partial differential equations as a func-
tion of time and two spatial variables, as shown in Eqs. (2.15)–(2.18). I started
implementing the simulation in Matlab having some of the original code of [178]
at my disposal. Considering the increased amount of differential equations to solve
compared to the stationary problem, due to the treatment of the inhomogeneous
broadening, it became soon obvious that the performance was a critical point of the
simulation that needed improvement. A simple approach to solve the differential
equations with the Euler method would not suffice anymore – some more advanced
numerical techniques would be required to compute the problem within a reason-
able amount of time and an acceptable numerical precision. This fact motivated
the search for better suited numerical algorithms, which finally converged on the
following technique: to solve the time-dependent equations I recurred to a Runge-
Kutta method and used the method of spectral collocation to solve the equations
depending on the spatial variables. In the following, I will summarize the key points
of the numerical methods I implemented to efficiently solve the problem at hand
and suggest to the interested reader to have a look at the appendix of [159] for a
pedagogical description of these numerical algorithms.

For finding numerical solutions, the time and space variables need to be discretized.
The numerical simulation is based upon the method of lines. The solution is com-
puted by iteratively stepping forward in time, starting at t = 0. The spatial deriva-
tives are computed at once for all positions, while the temporal derivatives are
computed incrementally. The method of lines allows for a coarse discretization of
the spatial coordinates. The solution of the computation appears to “trace out” a
line at each spatial point, which describes the temporal solution for that position in
space, hence the name of the method.
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For the computation of the spatial derivatives I use the technique of spectral colloca-
tion using Chebyshev polynomials. This technique can be explained most intuitively
through a Fourier transform. For periodic problems, the Fourier transform can be
used to convert differentiation into ordinary multiplication. The linearity of the
Fourier transform allows us to transform, perform the multiplication, and to take
the inverse transform, expressing the full differential equation as a matrix multi-
plication. This concept can be generalized to non-periodic problems. For solving
such problems, non-periodic basis functions – polynomials here – are used instead
of complex exponentials to approximate the function of interest. This can be un-
derstood as follows: A vector f (representing a function sampled at the collocation
points) is fitted with a polynomial p. The derivative of the polynomial p′ can be
easily computed. Evaluating p′ at the collocation points gives the vector approxi-
mating the derivative of the function f . This property can be used to construct the
differentiation matrix D [180].

Using a polynomial differentiation matrix with Chebyshev points (the projections of
equispaced points along the arc of a semicircle) as collocation points is a convenient
choice for most non-periodic problems [181]. Chebyshev points cluster towards the
boundaries of the domain. This fact brings an advantage by avoiding the instability
of equally spaced grid points, which can lead to oscillations near the edges of the
domain, known as Runge phenomenon [181]. For smooth functions, this method
is very accurate, even if only a few spatial points are used. By approximating the
continuous function A(z) as vector elements sampled at the grid points Aj = A(zj)
(and B analogously) this technique allows us to simplify the problem to an algebraic
equation that can be solved in one run:

∂zA(z) = B(z) −→ DA = B (2.24)

where D is the Chebyshev differentiation matrix. This equation can easily be solved
for A, either by multiplying the inverse of D, or by using the ‘backlash operator’
(relying on Gaussian elimination) when working with Matlab, which is significantly
faster. Implementing the boundary conditions can become a little bit counterintu-
itive with spectral collocation, since they need to be directly incorporated in the
dynamical equation by modifying the differentiation matrix and the first entries in
B. To compute the Chebyshev grids and the corresponding differentiation matrices
for this simulation I used the function cheb.m described in [180].

The temporal derivatives appearing in the equations of motion, on the other hand,
are solved with a partially-implicit second-order Runge-Kutta method. For under-
standing how these two techniques are combined and how to expand the problem
to two spatial and one temporal dimensions, I point the reader to [159].

Relying on a recursive calculation, the simulation per se cannot be parallelized.
However, the algorithm is implemented so that when an input parameter is being
swept, the computation of the independent values of that parameter is parallelized
on different computing cores of the computer. The size of the grid used for the com-
putation has major effects on both the computational time required as the accuracy
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Figure 2.5: Sample simulation for the storage process. The intensities of the
computed results are shown for the center of the transverse profile. The x-axes
are given in units of the temporal FWHM of the control pulse. The boundary
conditions are shown in red. The temporal profile of the incoming photon Ein is
shown underneath the plot. The blue curve on the right shows the spin wave stored
across the atoms at the end of the storage process. This distribution represents the
input for a retrieval simulation.

of the results. To estimate a good trade-off, I compared the results of the simulation
for an increasing number of grid points. I found that a typical grid size to reach
convergence is composed of 1500 points along the temporal axis, while 35 points
along each spatial direction suffice. The primary limiting factor for the number of
implemented velocity classes, on the other hand, is dictated by the available RAM
of the used computer.

2.3.3 Example Solution for the Simulation

To give a feeling for the results obtained by the simulation described above, in
Fig. 2.5 I show the output fields for the storage process. In order keep it simple, the
visualized scenario is computed with all the atoms in one velocity class, which cor-
responds to the stationary-atoms case with no detuning due to the Doppler effect.
The plots show how the fields of interest evolve along the center of the transverse
profile of the beams (ρ = 0). The red lines indicate the boundary conditions imple-
mented in order to obtain these solutions. The initial condition for E corresponds
to the temporal envelope of the photon to be stored. To keep the example scenario
simple, the couplings of the fields to the second excited state were set to zero. The
blue line next to the panel visualizing S shows the spatial distribution of the spin
wave once the storage process is concluded. All the excitation left in the signal field
E at the end of the ensemble (z̃ = 1) is not mapped to the spin wave and can be
experimentally recognized as the signal leakage through the cell. The horizontal
lines in the plots represent the collocation points chosen for the computation of the
spatial coordinate. It can be noted that towards the edges of the space domain the
points lie closer together, following the distribution of the Chebyshev points. In
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Figure 2.6: Maximal achievable efficiencies for optimized pulse shapes as a function
of the ‘theoretician’s’ optical depth d. The red circles show the outcome of my
simulation, run iteratively with the gradient ascent algorithm from [178] to optimize
the control’s temporal profile. The data points are overlaid to Fig. 4 reproduced
from [130]. Reprinted figure with permission from A. V. Gorshkov et al., PRA 76,
033805 (2007). Copyright 2024 by the American Physical Society.

order to obtain the smooth plots, a cubic spline interpolant is used along the z
direction.

As a sanity check of the results provided by the simulation I wrote, I cross-checked
them against the maximum total efficiency derived in [130]. For this purpose I
adapted the gradient-ascent algorithm from [178] to be compatible with my sim-
ulation, and computed the efficiency for an optimized control pulse for different
ODs. Figure 2.6 shows the efficiency obtained from my computation for optimized
pulses as red circles overlaid with Fig. 4 from [130]. The agreement is very good,
and constitutes a validation of the implemented code. Because of some issues I
ran into regarding the convergence of the optimization algorithm, I performed these
comparison for the scenario of backward retrieval.
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A long-term goal of our in-house collaboration with the Warburton group is to
interface one of their Rb-like quantum dots with an atomic vapor memory to build
a hybrid quantum node. In 2017, after [56] had been published, it was clear that
both systems still needed to be improved in order to reach this goal.

As an intermediate step we decided to characterize the performance of the quantum
memories we are working on with ‘real’ single photons from another, more readily
available, source. A tailored SPDC source, designed to be compatible with hot
vapor memories, appeared to be a promising test-bed. For pursuing this goal we
teamed up with Oliver Benson’s group at the Humboldt-Universität zu Berlin who
shared their expertise on these systems with us. The original design and assembly
of the source was led by Janik Wolters, who joined Benson’s group in Berlin for this
purpose. Around mid-September 2018 the first version of the source was shipped
over ∼870 km from Berlin to Basel. Mounted on an optical breadboard with a
size of 90× 60 cm2 (experiment control computer and laser controller were shipped
separately), it could be considered to be ‘fully portable’. Once the source arrived
in our laboratory I took over its operation, eventually rebuilding it due to the non-
linear crystal at its core breaking, more than once. Together with Gianni Buser,
who was of great help with the collection and processing of the statistical results,
we carefully characterized the photon-pair source’s output and its statistics, which
we reported in [64].

After losing several crystals, GB and I started discussing how to improve the source
with the focus on the ease of operation and longevity of the crystals. I made the
necessary adaptations in the design. Shortly after our newly coated batch of crystals
arrived, Björn Cotting joined our team. In the frame of his Master’s thesis work,
he implemented this second iteration of the source based on our design, under the
supervision of GB and myself. The full results of his thesis are freely available [182].
Finally, with only some minor adaptations to BC’s setup, we were able to successfully
interface the source with the Zeeman-scheme memory [29]. These adaptations were
mainly needed for suppressing crosstalk between the two systems.

The photon-pair source was specifically designed to operate on the 87Rb D1 line. In
an attempt to push the boundaries of the tuning range of the improved source design
we found a working point where the phase-matching conditions are also fulfilled at
the D2 line. This allowed us to use the same source for testing the performance of
the hyperfine Paschen-Back memory with single photons as well.
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The rest of the chapter starts with the description of the original, triple-resonant
source design and then proceeds with the double-resonant implementation, focusing
on the changes needed for interfacing with our quantum memories.

3.1 Triple-Resonant OPO

Our goal was to tailor a single-photon source working on this principle to an atomic
vapor memory operating at the Rb D1 line. To achieve this goal the source needs,
among other things, to be bandwidth- and wavelength-matched to the memory it is
interfaced with. In the following I will elaborate on the aspects that were considered
in the original source design.

3.1.1 Design

Quantum memories in hot atomic-vapor ground states can be compatible with single
photons with a bandwidth of hundreds of MHz to GHz [149]. Bulk SPDC, however,
has an emission spectrum that is in the order of hundreds of GHz to THz (or a
few nm) broad [183]. To match the bandwidth of the single-photon source with the
acceptance bandwidth of the atomic memory, the non-linear crystal can be placed
into an optical parametric oscillator (OPO) and pumped far below threshold. As
we have seen in Ch. 2, the linewidth of the emitted photons then depends on the
cavity decay rate. Furthermore, in cavity-enhanced SPDC, the brightness of the
source is increased. A joint resonance in the spectrum occurs only where energy
conservation is satisfied and both signal and idler fields are resonant. If the FSR of
the two fields differs, as in our case, the emitted spectrum is composed of clusters
of joint resonances instead of a full comb.

To achieve wavelength matching, the source should emit signal photons at the 87Rb
D1 line. Furthermore, a tunability of the emission of at least 1 GHz is necessary in
order to have enough flexibility on the memory’s side for finding a good working
point. For a thorough investigation of red and blue detuned working points of the
memory, even larger tunability would be desirable. Given the clustered emission
spectrum, it is important that only the heralds corresponding to the desired signal
frequency are detected. For this purpose the idler photons need to be spectrally
filtered. The signal photons consequently inherit the idler’s mode purity for every
conditioned measurement. Uncorrelated noise in the signal arm is expected, con-
stituted of the signal photons whose herald has been filtered out or lost. Most of
these photons do not disturb the memory operation since they are off-resonant with
respect to the targeted atomic transition and thus do not interact with the vapor.
Furthermore, these off-resonant signal photons are filtered downstream by the read-
out filtration stage before they can reach the detectors and they therefore do not
contribute to the measured noise. What does, however, appear as uncorrelated noise
in the data are resonant signal photons whose idler was lost. The frequency stability
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of the downconverted signal affects the two-photon detuning in the lambda-scheme
used for the memory and determines whether a source-memory frequency lock is
required. For a source stability comparable to that of a free running laser, the
time scales involved in the storage and retrieval process are short enough that an
operation without frequency lock should be possible.

A monolithic OPO approach is attractive for a number of reasons. The lack of intra-
cavity interfaces reduces losses, while a cavity made out of one piece is intrinsically
robust against vibrations, temperature and pressure fluctuations. Double-resonant
monolithic [184, 185, 186, 187] and triple-resonant semi-monolithic OPOs [188, 189,
190] have been studied for the generation of squeezed light states. Investigations
about the stability and tuning by varying the temperature and the pump frequency
have been been performed for double-resonant monolithic waveguide resonators in
[191, 192]. The achieved heralding efficiencies and pair generation rates, however,
do not reach those required for a successful pairing with a quantum memory in hot
atomic vapor.

In order to preserve the non-classical characteristics of the single photon even after
retrieval, the SNR of the memory and the heralding efficiency of the source should
be compatible. A high heralding efficiency is crucial, since even small amounts of
noise can accumulate in the retrieval time window if during most storage attempts
no photon is present [94]. Typical SPDC sources with external cavities reach limited
heralding efficiencies being limited by the losses on the interfaces within the cavity.
By choosing a monolithic design, where highly reflective coatings are directly applied
on the crystal surfaces, we reduce the number of optical interfaces to a minimum.
Since the alignment of the two mirrors in a monolithic cavity is highly dependent
on the manufacturing precision and can’t be corrected afterwards, we chose a hemi-
spherical cavity design. This is insensitive to tilting of the curved mirror [193]. The
plane surface is chosen to be the output facet of the cavity with the aim to minimize
the wavefront distortion of the emitted signal photons, for achieving a better fiber
coupling efficiency.

To establish triple resonance in the cavity, three degrees of freedom are necessary.
The advantages of a monolithic cavity design come at the cost of losing some stan-
dard degrees of freedom: We cannot displace a cavity mirror to vary the resonator
length, nor can we tilt the crystal inside the OPO. As degrees of freedom to fulfill
the resonance conditions we can tune 1) the periodically-poled potassium titanyl
phosphate (ppKTP) temperature, which acts both on the resonator length as well
as on the refractive index of the medium, and 2) the pump laser frequency, since we
are aiming at a non-degenerate downconversion process. For efficient downconver-
sion the latter should be varied in accordance to the pump resonances within the
crystal. The only restriction we have on the pump wavelength is that the result-
ing idler wavelength must lie within the sensitivity range of our standard detectors
and various laboratory equipment. As a novel, albeit unidirectional, way of tuning
the cavity we apply strain on the non-linear crystal with a piezoelectric actuator
deforming the refractive index ellipsoid, which, with some effort, allows us to reach
the cavity resonance conditions.
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Figure 3.1: Quasi-phase-matching solutions enforcing energy and momentum con-
servation as a function of the pump wavelength for different crystal temperatures
and a poling period Λpp = 10.1465 µm, which better matches the experimental data
(see Sec. 3.4). With the chosen poling period the crystal has an operating tem-
perature range of 30 – 50 ◦C. The temperature-dependent Sellmeier equations as
published by S. Emanueli and A. Arie in [194] are used for this calculation. The
two dashed horizontal lines represent our target frequencies for the 87Rb D1 and
D2 line, respectively. The solutions are for bulk SPDC; no cavity is considered at
this stage.

Conveniently, the whole fabrication process of the crystal could be outsourced to
commercial manufacturers. Raicol Crystals manufactured a 28 mm long ppKTP
crystal for non-degenerate type-II SPDC for us. The crystal has a cross-section of
1×2 mm2. The poling period Λpp of the KTP crystal defines where the quasi-phase-
matching conditions can be met. For a given target signal wavelength and a range
of working temperatures it can be computed by solving the linear equation system
consisting of energy and momentum conservation. Figure 3.1 shows the solutions,
signal and idler wavelength pairs, for different crystal temperatures and the nominal
poling period of 10.1 µm (with a small correction, see caption), which we chose for
fabrication. One can see that for various pump wavelength and crystal temperature
configurations, signal photons at 795 nm should be obtained. The crystal was sub-
sequently shipped to Photon LaserOptik to be cut into pieces of different lengths
(3.0(1) mm, 5.0(1) mm, 7.0(1) mm) and polished to our specifications. Finally, the
crystals were dielectrically coated by Lens-Optics. The detailed specifications of the
polishing and the coatings can be found in Tab. 3.1.

Let us now have a look at how these specifications reflect on the cavity properties
of the source. In order to determine the expected bandwidth, we first compute the
theoretical finesse, given by the well known relation

F = π

2 arcsin
(

1−√ρ
2 4
√
ρ

) (3.1)

where ρ is the fraction of circulating power left after a cavity round-trip, which can
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Symbol Property Surface Specified value

Surface quality plane, curved 10/5 scratch/dig
top, bottom 20/10 scratch/dig

Parallelism (deviation) plane, top, bottom <20′′

r Radius of curvature curved 10.0(1) mm
Centricity (deviation) curved <3′

Rp
p Reflectivity at 404 nm plane 99.0(5) %

Rc
p curved 87.0(5) %

Rp
s/i Reflectivity at 795 nm & 820 nm plane 91.5(5) %

Rc
s/i curved >99.9 %

Table 3.1: Table summarizing the surface and coating properties of the monolithic
triple-resonant OPO as specified by the respective manufacturers.

be expressed in terms of the mirror reflectivities and the single-pass losses within the
cavity medium ρ = R1R2T

2
sp. Before polishing and coating, an absorption coefficient

α(λ = 405 nm) = 1 dB cm−1 was measured in Berlin for our crystal. The single pass
transmission is expected to behave like Tsp = 10−αL/10, for α in dB m−1.

The absorption of ppKTP at near-infrared wavelengths is low. Small absorption
coefficients with negligible effects on the cavity properties have been reported in
[195] for a crystal grown by the same manufacturer. We did not perform such
a measurement when we first received the crystal. After the dielectric coating is
applied on both facets, the effort of extracting the internal losses of the crystal from
a measurement would be disproportionately large.

Let us now consider the 7 mm long crystal that was mainly characterized in [64].
From Eq. (3.1) we obtain the theoretical finesse for the signal/idler cavity of Fs/i =
70(4) for a single-pass transmission equal to unity. For the pump cavity we have a
transmission Tsp = 85.1(2) % resulting in a finesse Fp = 13.3(3).

The FSR is defined by ∆νFSR = c/(2ngL) where ng is the group index ng = n− ∂n
∂λ

.
The refractive index n of the ppKTP crystal is temperature and wavelength depen-
dent and can be obtained by the empirical Sellmeier equations from [194]. For a
crystal temperature of 30 ◦C the group indices for the ordinary and extraordinary po-
larization (corresponding to signal and idler in our case) are ns

g ≈ 1.91 and ni
g ≈ 1.80,

respectively. This results in a ∆νFSR,s = 11.2(2) GHz and ∆νFSR,i = 11.9(2) GHz. It
is important to be careful with the nomenclature in order to avoid confusion. From
the relation F = ∆νFSR/δν we can extract cavity damping rates for the signal and
idler of δνs = 160(9) MHz and δνi = 170(10) MHz respectively. The bandwidth of
the emitted photons (or “biphoton bandwidth”), however, will be narrower. In fact,
since the resonance conditions for signal and idler need to be fulfilled simultaneously
in our triple-resonant OPO, the effective linewidth will correspond to the product of
two Lorentzian lines with the respective cavity damping rates. The resulting width
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L Fs,i ∆νFSR,s ∆νFSR,i ∆νcluster δνs δνi δνDRO Tsp Fp

(mm) (GHz) (GHz) (GHz) (MHz) (MHz) (MHz) (%)

7.0(1) 70(4) 11.2(2) 11.9(2) 193(3) 160(9) 170(10) 106(6) 85.1(2) 13.3(3)
5.0(1) 70(4) 15.7(3) 16.6(3) 271(5) 224(13) 238(14) 148(9) 89.1(2) 16.5(4)
3.0(1) 70(4) 26.1(9) 27.7(9) 450(15) 373(24) 396(25) 247(16) 93.3(2) 21.8(7)

Table 3.2: Theoretical expectations of the cavity parameters for the triple-resonant
OPO for different crystal lengths. The derivation of these values is described for
the 7 mm scenario in the text.

δνDRO can be obtained by the closed-form expression [196]

δνDRO =
√

1
2

√√
δν4

i + 6δν2
i δν

2
s + δν4

s − δν2
i − δν2

s . (3.2)

From the specified design properties we would expect a δνDRO = 106(6) MHz, where
DRO stands for double-resonant OPO. Using Eq. (2.5) a cluster separation of about
193 GHz (corresponding to approximately 390 pm) can be computed from the group
index difference for the two polarizations. This separation should limit the number
of clusters within the downconversion gain envelope to three. Table 3.2 contains the
theoretical predictions of the cavity properties for all three crystal lengths we used
as triple-resonant OPO.

The heralding efficiency is defined as the probability of having a signal photon (in the
optical fiber after the source) conditioned on the detection of an idler. Consequently,
losses in the herald arm do not affect the heralding efficiency, as they merely reduce
the rate at which we can run our experiments. However, the efficiency is highly
dependent on signal losses by the optical elements and the chosen reflectivities for
the cavity mirrors. We designed our cavity with asymmetric mirror reflectivities in
order to achieve a preferred forward (away from the pump) emission direction. The
probability of a signal photon leaving the cavity through the plane facet is given by
the extraction efficiency [110]

ps,for = 1−Rp
s

1−Rc
sR

p
sT

2
sp

. (3.3)

Assuming no intra-cavity losses for near-infrared wavelengths, we estimate the prob-
ability that a photon is lost through backwards emission to be ps,back = 1− ps,for =
1.07 % for the specified reflectivities.

3.1.2 Experimental Setup

Figure 3.2(a) shows the experimental setup of the triple-resonant OPO used as her-
alded single-photon source. A grating-stabilized external cavity diode laser (ECDL,
Toptica DL pro HP) at 404 nm is used to pump the non-linear crystal. It is operated
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ppKTP

Figure 3.2: Setup of the triple-resonant source. (a) Experimental setup of the
monolithic triple-resonant OPO. The photon pair is generated by downconversion
of a 404 nm photon from the pump laser. Signal and idler photons have orthogonal
polarizations in type-II SPDC, which we exploit to separate them with a polarizing
beam splitter. While the signal is directly sent to a detection stage, usually an
HBT setup, the idler is filtered down to one single spectral mode before detection.
For alignment and tuning purposes the OPO is seeded by a tunable laser and
the crystal cavity resonances are measured on PDseed. For this purpose the seed
laser is coupled to the setup in counter-propagating direction through the signal
fiber. Used abbreviations: 90:10 - beam sampler with the specified branching ratio;
SP (LP) – optical short-(long-)pass filter; PZT – piezoelectric actuator; PBS –
polarizing beam splitter; IF – interference filter; NF – 785 nm notch filter; PD –
photodiode; SPAD – single-photon avalanche diode. (b) Photograph of the oven
(housing partially removed) enclosing the crystal. The ppKTP OPO is situated
inside the copper mount in the center of the picture. Mechanical strain can be
applied by a piezoelectric actuator which can be pre-strained with a fine-threaded
screw. The crystal temperature is stabilized by a TEC.
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by a digital laser controller (Toptica DLC pro), which allows a larger mode-hop-free
tuning range by clever tuning of multiple parameters at once.

The ppKTP crystal is sandwiched between two copper mirrors. These highly pol-
ished plates allow for a homogeneous pressure distribution, enabling strain to be
safely applied to the crystal without the risk of cracking it. A piezoelectric actua-
tor (Thorlabs PK2FMP1) is used to apply strain from the top, orthogonally to the
optical axis. A screw running through the top of the oven mount applies a pre-
strain to the actuator in order to allow for a linear tuning range. The voltage for
the piezoelectric actuator is provided by the analog output of a computer-controlled
‘multifunction I/O device’ (NI USB-6002) which is amplified twenty-fold by a high-
voltage amplifier (Falco Systems WMA-005). The crystal temperature is controlled
by a thermoelectric cooler (TEC or Peltier), driven by a commercial TEC-controller
(Meerstetter Engineering TEC-1091). The temperature typically can be stabilized to
fluctuations < 5 mK at around 30 ◦C. All components are enclosed in an aluminum
oven, acting also as heatsink for the TEC. Two small apertures grant optical access.
Figure 3.2(b) shows a photograph of the assembly. The crystal mount is positioned
between two achromatic doublets. Their focal lengths are chosen to mode-match the
incoming pump beam and the outgoing signal and idler modes to their respective
modes within the cavity.

For alignment and tuning purposes of the heralded single-photon source a distributed
feedback (DFB) laser (TEM Lasy 795) at the target wavelength, the seed, is coupled
to the OPO in counter-propagating direction through the signal fiber. This laser
beam permits us to align the optical path of the single photons to be emitted and to
find the working parameters for tuning the emission to the target wavelength. The
seed transmission through the crystal cavity is picked up as the reflection on the
short-pass filter and monitored on PDseed. A CCD camera (Thorlabs, DCC1645M)
is used to identify the fundamental transverse mode in the transmission spectrum.
Higher modes are suppressed by alignment and good mode-matching of the incoming
free space beam with the cavity mode. Furthermore, together with the pump field,
the seed laser is used to stimulate the parametric process, resulting in difference
frequency generation (DFG). This process generates photons in the same mode
as the idler but at a higher emission rate – bright enough to be detected with an
amplified photodiode (PD). For aligning the idler arm, a quarter-wave plate is placed
between the polarizing beam splitter (PBS) and the ppKTP crystal, so that the seed
light backreflected from the plane cavity mirror experiences a polarization rotation
of 90◦ and is reflected by the PBS. This allows the pre-alignment of the idler’s fiber
coupling. However, since signal and idler wavelengths are about 30 nm apart, it
is necessary to optimize the focus of the idler fiber coupler at a later stage. This
optimization can be done once a DFG signal is established.

The pump laser is coupled into the OPO through the curved surface of the crystal.
Pump light leaking through the plane surface of the cavity is filtered with a spectral
long-pass filter (AHF F47-750) to reduce background noise. This filter is mounted
on a flip mount as an incoupling aid. Coupling in the pump through the curved facet
turns out to be somewhat tedious due to the diverging backreflection. Overlapping
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3.1 Triple-Resonant OPO

the transmitted pump beam with the previously aligned seed beam significantly sim-
plifies this procedure. Once the alignment is complete, the long-pass filter, flipped
back in place, is also used as a pick-up for the transmitted pump light. This al-
lows us to measure the pump cavity transmission on an amplified photodiode with
switchable gain (Thorlabs PDA100A2). This signal is used as a feedback to stabilize
the laser’s frequency with a dither/lock-in amplifier lock and a PID-controller both
integrated in the laser controller. In order to distinguish the different pump cavity
resonances, and to make the tuning procedure more efficient, a small fraction of
the beam is picked up right after the laser and directed to a spectrometer (moglabs
economical wavemeter MWM).

An 810 nm half wave-plate is used to rotate the polarization of the photon pair
before splitting it, with the intention to send the signal photons through the PBS in
transmission, in order to exploit the better polarization extinction ratio. A PBS is
used to separate the orthogonally polarized signal and idler photons that are then
each coupled into an anti-reflection coated polarization-maintaining (PM) fiber. Due
to the cluster structure of the emitted spectrum, we filter the idler photon before
we detect it. We use a narrow-band, 8 mm thick, monolithic etalon (FWHM =
274(4) MHz) to suppress all modes within the main cluster except for the central
one, and an 825 nm interference filter (IF, Laseroptik) with 0.57(5) nm FWHM to
suppress all other clusters. Spectral filters as the abovementioned etalon also play
a crucial role in the filtration of the memory read-out and are described in detail
in Ch. 5. The idler filtering stage reaches a peak transmission of ≈ 80 % while its
suppression is the product of the extinction of its single elements. The IF reaches
an extinction < 10−2 for frequencies at least one linewidth away from the resonance,
and the etalon reaches a suppression of 1.2×10−3 for the FSR/2 frequencies. A more
detailed description about how we characterized the filtering stage follows in Section
3.1.6. Since the storage and retrieval measurements we perform are conditioned
on the detection of an idler, the idler’s spectral purity is transferred to the signal
photons. Therefore there is no need to filter the signal photons as stringently. For
the measurements performed with the triple-resonant OPO, however, we added a
795 nm IF in the signal arm. Finally, the photons are detected with single-photon
avalanche diodes (SPADs, Excelitas SPCM-AQRH-16).

For the alignment procedure the seed beam acts as a proxy for the signal photons
and is assumed to have the same wavelength as well as spatial mode. The signal
photons are going to be generated in the same cavity mode as the seed laser is coupled
to and analogously the idler photon will overlap with the DFG mode. While this
is technically true, we experienced that for the single-photon operation the fiber
couplings needed slight readjustment to reach peak performance.

Tuning and Measuring the Output Frequency In order to tune the signal
output of the source to the desired frequency, the crystal temperature is tuned so
that one of the seed’s cavity transmission resonances is close to the target frequency.
To be able to compensate for possible shifts during the tuning procedure it is conve-
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Figure 3.3: Spectral properties of the triple-resonant OPO with a 5 mm crystal.
(a) Coarse spectrum of the signal photon clusters measured with a 500 mm spec-
trometer with a CCD camera sensitive to single photons. The spectrum is calibrated
with a second measurement where an attenuated Rb D1 laser at 794.979 nm (ver-
tical line) is sent to the spectrometer. (b) Transmission spectrum of the ppKTP
cavity (blue), recorded with PDseed. The seed laser is scanned around the 87Rb D1
line. The three major peaks correspond to the cavity’s TEM00 modes. The smaller
features that are visible are not fully suppressed higher-order modes. The FSR is
15.5(2) GHz and matches the expected value. The corresponding DFG emission,
measured simultaneously on the amplified PDDFG, is shown in red. The fine struc-
ture of one emission cluster can be seen: a central peak and two doublets separated
by an FSR. Outside of the displayed frequency range no other DFG features were
measured. The main contribution of the emission lies in the central peak.

nient to start with the seed resonance slightly blue-detuned, since the piezoelectric
actuator acts in a unidirectional way.

Subsequently, the pump laser is tuned in frequency until DFG is induced in the
crystal. The DFG signal is monitored on an amplified, switchable-gain PDDFG
(Thorlabs PDA36A) that can be reached through a flip mirror. A 785 nm notch
filter before the PDDFG blocks any residual seed light. Once the pump frequency
that generates the DFG signal at the right frequency is found, the pump laser can
be frequency locked to its closest resonance. Some iterative fine tuning with the
piezo and minor temperature adjustments, on the order of tens to hundreds of mK
steps, help reach the target frequency. Finally, the spectral filter stage is tuned
to maximally transmit the resulting idler wavelength, thereby cleaning its output
to a single mode. A second flip mirror after the spectral filters allows for an easy
estimation of the transmission through the filter stage. By unplugging the seed laser
at this point, the source emits downconverted single-photon pairs with the signal at
the target frequency.

When operating the source for the first time, it is convenient to check whether the
emission of the desired wavelength lies within the brightest emission cluster (and
if not to correct it by temperature tuning). For this purpose, the spectrum of the
SPDC signal emission has been recorded with a 500 mm spectrometer with a CCD
camera sensitive to single photons. Figure 3.3(a) shows the clusters of the signal
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spectrum of a 5 mm crystal. This measurement was performed with a pump power
of about 1 mW. The frequency axis of this measurement has been calibrated with
a second measurement performed with an attenuated laser tuned to the Rb D1 line
at 794.979 nm. The spectrometer does not have the resolution to resolve the the
spectral structure within each spectral cluster. These data were recorded in Berlin.
The presented measurement was not repeated for the other crystals used in the
triple-resonant design, since they originate from the same growth process and it
seems likely that the operating parameters be the same. We did, however, record
an equivalent spectrum for the second iteration of the source (see Ref. [182]), where
the same asymmetry was present. The spectrum in Fig. 3.3(a) does not express the
typical sinc2-shaped gain envelope of the spectral distribution of the SPDC process
(recall Ch. 2), in fact we do observe an asymmetry. In his thesis, Andreas Ahlrichs
[108] developed an expression for the joint spectral amplitude of a monolithic, linear
triple-resonant cavity. In such an optical resonator the downconversion process can
take place in two opposite directions. With the parametric interaction being a
coherent process, the relative phase, over which we have no control in our cavity
design, leads to interference, which affects the spectrum of the emitted single-photon
pairs. The quantum state of the pairs leaving the cavity in forward direction is the
superposition of two processes: 1) the photons are generated in forward direction
and exit the cavity after a certain number of round-trips, or 2) the photons are
generated in the backward direction and after a given number of round-trips leave
the cavity. In the latter scenario the pump acquires an additional phase factor,
compared to the first scenario, due to the reflection on the flat mirror, and the pair
due to reflection on the curved mirror. If necessary, control over this relative phase is
usually gained by using either a compensation crystal or specific dielectric coatings
with appropriate phase shifts. However, having control over the relative phase seems
to be mainly a concern when working in the degenerate scenario. In Fig. 1.17 of
[108] a monolithic design with non-poled regions acting as compensation crystals is
proposed.

For resolving the spectral structure within one cluster, the most convenient way is to
use the signals measured on PDseed and PDDFG during DFG operation as a proxy.
Figure 3.3(b) shows a cavity spectrum of the brightest cluster of a 5 mm crystal
for the seed laser (blue) and the corresponding DFG signal (red) as a function of
the seed frequency. Some higher-order modes on the seed cavity spectrum can be
seen. Through a better alignment and mode-matching we typically managed to
achieve cleaner spectra than the one in Fig. 3.3(b). Nevertheless, I chose to show
this measurement, since it was taken with the same crystal as the spectrometer
measurement shown in panel (a).

An interesting technique to characterize the full structure of the SPDC source’s
emission at once is to use a cascaded filter system as described in [108]. It can
be set up by a stack of monolithic etalons that are simultaneously temperature
tuned. These etalons have proven to be reliable and easy to operate and have thus
found many applications in the various experiments in our laboratory. By choosing
resonators with FSRs that are not a multiple integer of each other, the filter system
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can have a clean transfer with only one dominating resonance in the frequency
range of interest. Furthermore, this resonance basically inherits the linewidth of
the narrower filter. This ‘optical spectrum analyzer’ can thus offer the necessary
frequency resolution to resolve the sub-cluster structure as well as a scan range
of hundreds of GHz for scanning over various clusters. In order to calibrate the
temperature ramp necessary for tuning the system, the FSR of the single etalon
needs to be determined precisely, which could be done with phase-modulated light
as in [197].

Through coarse tuning, we found the standard operating parameters to be a crystal
temperature of about 33.3 ◦C and a pump wavelength of 404.2 nm, resulting in an
idler at 822.5 nm.

Once triple resonance had been established, it was possible to reach the desired
transition (87Rb D1 F = 1 → F ′ = 1 for the hyperfine and F = 2 → F ′ = 1
for the Zeeman memory) over several weeks with only minor adjustments of the
temperature and strain. On longer timescales, the desired signal frequency can not
be reached anymore through the standard fine-tuning procedure. Triple-resonance
conditions can then not be met anymore at the same pump frequency. When this
happens, visible deterioration of the pump cavity modes can be recognized, hinting
at pump-induced damage. There are different possible damage processes that can
occur in KTP [198, 199]. Some of these, as the notorious gray tracing, are easily
recognizable, while others, as photorefractive damage, stay invisible to the eye. Our
damaged crystal had no visible defects. Heating up the crystal (also referred to as
thermal annealing) has been shown [200, 201, 202] to reverse and even prevent these
types of damage in crystals. Our few attempts to recover our crystals, however,
remained unsuccessful.

A more in-depth investigation of this effect was beyond the scope of this work,
especially considering the fact that this deterioration was not observed in the later
version of the single-photon source. These kinds of damage mechanisms are localized
to a specific pump mode. When a particular pump mode was deteriorated, we
could resume operation by tuning the pump frequency by a few hundreds of GHz
and adjusting the crystal temperature accordingly in order to find another set of
parameters for which the phase-matching and triple-resonance conditions for the
given signal target frequency were met. After readjustment, a similar performance
could be established. Towards the end of the crystal’s lifespan we also pumped
off-resonantly. Even though the achieved emission rates were lower, this way of
operation saved us much effort of trying in vain to lock on the deteriorated pump
modes.

3.1.3 Characterization of the Optical Output

We start by characterizing the OPO cavity properties. Figure 3.4 shows the DFG
peak (blue) of a 7 mm crystal recorded after an 8 mm etalon and the corresponding
fit (red) yielding a δνDRO = 195(1) MHz. Since we usually record our DFG signals
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Figure 3.4: DFG signal (blue) induced in a 7 mm crystal measured after an 8 mm
etalon. From a fit (red) the bandwidth δνDRO = 195(1) MHz before filtration is
extracted. The fit model is described in the main text. The modulation that can
be seen on the blue trace originates from an external cavity that can form between
the flat surface of the ppKTP crystal and the etalon.

L (mm) FSRs (GHz) δνs (MHz) δνDRO (MHz) Fs

7.0(1) 11.22(14) 260.7(13) 195(1) 43(1)
5.0(1) 15.5(2) 424(2) 227.0(14) 37(1)
3.0(1) 27.4(4) 937(5) 30(1)

Table 3.3: Experimental data. The linewidth of the signal cavity δνs is measured
with seed laser. δνDRO obtained by measuring the DFG peak width (and correcting
for etalon narrowing where necessary).

after the filtering stage, I fit the curve with the product of two Lorentzians in or-
der to extract the δνDRO linewidth of the idler photons. While the FWHM of one
Lorentzian is a fit parameter, the second width is fixed to the FWHM bandwidth
of the used etalon. The same x0 is assumed for both Lorentzians in the fit. The
bandwidth of the etalon is set to 274.4 MHz. Table 3.3 summarizes the OPO prop-
erties for the different crystals we operated the setup with. The FSR values are in
good agreement with the expected ones. The cavity damping factor for the signal
photons, however, deviates from the theoretical value. The measured value depends
on the one hand on how well the dielectric coatings match their specifications and
on the other hand on how well the seed laser is coupled into the OPO. Further-
more, losses within the medium can broaden the linewidth. The tabulated finesse
is calculated from the FSR and cavity decay rate found in the table as well.

In order to characterize the quality of the optical output emitted by the source, we
measure its second-order correlations. We perform time-correlated single-photon
counting (TCSPC, or TTTR – time-tagged time-resolved) measurements. The
single-photon detections are recorded as timestamps by a time-to-digital converter,
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often referred to as ‘time-tagger’. From these timestamps we compute arrival-time
differences between the detectors. In order to obtain the second-order correlations,
we perform start-multistop measurements. The idler photons are detected by a
single SPAD while the signal photons are counted by two SPADs set up in HBT
configuration. This allows us to compute the cross-correlation and the signal-signal
autocorrelation, both conditioned on the idler and not, with a single dataset. To
measure the autocorrelations for the idler we switch from the single SPAD to the
HBT stage usually used for the signal.

To give an impression about the performance of the source, I give a specific example
of generation rates measured with the 7 mm crystal. For a typical pump power of
Ppump = 1.2(1) mW we usually detect single photons in the signal and idler arms
with rates of cs = 6.8 × 104 cts/s and ci = 1.7 × 104 cts/s respectively. The idler
rate is significantly lower due to the stringent spectral filtering necessary to obtain
only one remaining spectral mode. Integrating the total number of coincidences
over an 8 ns window around the detection of the idler photon, we get a detected
signal-idler rate of r = 4.6 × 103 pairs/s, or normalized to the pump power r′ =
3.8 × 103 pairs/(s mW). From these values we find the efficiencies ηs = r

ci
= 27 %

and ηi = r
cs

= 6.7 %. By correcting for the detector efficiency of ηdet = 60(6) %
we obtain a heralding efficiency of ηh = r

ηdetci
= 45(5) %, expressing the likelihood

of having a signal photon coupled into the signal fiber after having detected an
idler. The heralding efficiency seems to be limited by the mode-matching to the
optical fiber and by the quality of the reflective coatings. As we will see later in
the double-resonant scenario, more photons than one would expect from the design
specifications exit the cavity on the wrong side. The photon pair generation rate
inside the OPO can be expressed as the measured pair detection rate r corrected
for the losses and can conveniently be rewritten in terms of the measured counts
R = r/(ηsηi) = cics/r. Normalizing the internal generation rate to the pump power
Ppump yields R′ = cics/(rPpump) = 2.1(2) × 105 pairs/(s mW). The uncertainty
follows from the uncertainty in the determination of the pump power.

For the following measurements the source was operated off-resonantly. Figure 3.5
shows the second-order correlations used to characterize the quality of the emitted
photon pairs. Panel (a) shows the time-resolved cross-correlation in 162 ns bins.
The plotted data set was recorded at a measured herald rate of 1.44× 104 s−1. The
signal-idler cross-correlation shows super-thermal bunching at zero time delay, i.e.
g

(2)
s,i ≫ 2. This is a first indicator for non-classical light. The cross-correlation is

modeled as an asymmetric bilateral exponential function [109]. Due to the different
filtration and slightly different bandwidths of the emitted photons, the coherence
time corresponds to the cavity damping rate and thus differs for the signal and
idler photons. I fit the data in panel (a) with a convolution of the model and the
instrument response function (IRF) of our detector (detailed description follows)

g
(2)
s,i fit(τ) ∝

IRF ∗
exp (τ/τi)

exp (−τ/τs)

 (τ) if τ < 0
if τ ≥ 0.

(3.4)

The amplitude for the fit is not modeled but fixed to the maximum value of the
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Figure 3.5: Second-order correlations of the 7 mm long OPO. All the plotted
models (red) are explained in the main text. (a) Time resolved signal-idler cross-
correlation in 162 ps bins measured at a herald rate of 1.44× 104 s−1. The shaded
region corresponds to the 98×81 ps ≈ 8 ns coincidence window used to evaluate the
points in (d). The shown data set corresponds to the fourth point in the bottom
right plot. The asymmetry in the cross-correlation peak is expected, since signal
and idler photons undergo differently stringent spectral filtration. The solid red line
represents a fit with Eq. (3.4), used to extract the cavity damping rate of signal and
idler. (b) Conditioned signal autocorrelation evaluated for one single bin of 8 ns as
a function of the pair generation rate. In red, the theoretical model with no free pa-
rameters is shown. We measure conditioned signal autocorrelations g

(2)
i:s,s(0) < 0.01

for generation rates up to 5×105 pairs/s, expressing the single-photon nature of the
heralded emission. For higher generation rates, corresponding to stronger pumping,
the multi-pair generation probability increases. (c) Time resolved (unconditioned)
idler-idler autocorrelation with 162 ps bins resolution. The model (red) takes ac-
count of the detector response function, and is in good accordance with a ‘true’ peak
value g

(2)
i,i (0) ≈ 2, corresponding to a single mode. (d) Signal-idler cross correlation

as a function of the pair generation rate for an 8 ns coincidence window, integrating
over the whole peak. This corresponds effectively to a time average. The theoretic
model and its relation to (b) is explained in the main text.
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3 Heralded Single-Photon Source

data. The cavity damping rates obtained from the fit are τs = 212(4) MHz and
τi = 135(2) MHz. These rates are slightly narrower but still compatible with the
measured FWHM of the seed δνs and the width we would expect for the idler after
the etalon. The latter is approximated by calculating the width of the product of
two Lorentzians, one with δνs and the second with the width of the etalon, which
results in a bandwidth of 153 MHz. The discrepancy can be explained with an
imperfect incoupling of the seed in the measurement, which leads to broader cavity
resonances. The shaded area in the figure represents the 8 ns coincidence window
used for the two panels on the right-hand side.

Through the finite time resolution of detector and the minimum bin width of the
time-tagger, the conditioned autocorrelation at zero time delay g(2)

i:s,s(0) is technically
inaccessible. The conditioned autocorrelation necessarily corresponds to the time-
average over a specific coincidence window of the normalized Glauber autocorrelation
[89]. The g(2)

i:s,s(0) gives the average single photon purity of the heralded single photon
within the chosen window. The reported results will hence depend on the choice
of this time window. This consideration is true for other coherence functions as
well. The impact of this ‘freedom of choice’ is particularly great for the conditioned
autocorrelation, since being a measure for the “state accuracy” it is a metric often
used for comparing different work. To allow for fair comparisons it is important
to know the considered time window. The choice of the duration of the ROI is a
trade-off between high heralding efficiencies and low values of g(2)

i:s,s(0). We chose to
consider a coincidence window of 8 ns having the storage and retrieval experiments
in mind. The heralding efficiency is too important for the interfacing of the source
with a memory – we need to account for all the photons in the source output, even
if this lowers the g(2)

i:s,s(0) value. Using such a long coincidence window makes the
correction for jitter unnecessary, since its effect is captured in the time-average.

After some fruitful discussions with Pavel Sekatski, we model the data with equation
(24) he derives in [203] for non-number-resolving detectors. This theory is expressed
in terms of the photon-pair generation probability p, which for continuous wave
(CW) pumping and in the regime far below threshold can be approximated to be p ≈
R∆t [204, 205]. This approximation is valid for the regime far below threshold, i.e.
for p≪ 1, which makes it less troublesome dealing with an unbound probability. The
model from [203] also allows us to account for dark counts and detector inefficiencies.
The dark counts of the SPADs used for this experiment are in the order of 10 s−1,
which, being a factor 100 smaller than the lowest emission rate characterized, we
deem as negligible. In Ref. [206] a visualization of the effect of high dark count
rates on the conditioned autocorrelation can be found. Furthermore, we already
corrected for the inefficiencies when deriving the generation rate R up for deriving
p. The expression consequently simplifies to

g
(2)
i:s,s = 2p− p2 . (3.5)

Figure 3.5(b) shows the good agreement of the measured conditioned signal auto-
correlation for increasing generation rates with the model, which has no free pa-
rameters. For pair generation rates of up to 5× 105 pairs/s we measure conditioned
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3.1 Triple-Resonant OPO

signal autocorrelations g(2)
i:s,s(0) < 0.01. This indicates that multi-photon genera-

tion is strongly suppressed. The cut-off value is somewhat arbitrary, but allows for
comparison between systems.

In the limit of operation far below threshold, the unconditioned autocorrelation is
a good estimator for the number of modes N , with g(2)

x,x(0) = 1 + 1/N [207]. For
measuring this quantity, a herald rate of 1.7 × 105 s−1 is chosen as a compromise
between a low multi-photon generation probability and a large number of coinci-
dences, which directly influences the measurement time. For 142 min of integration,
still, only about 7000 coincidences are measured within a coincidence window of
8 ns. This causes fairly large error bars for the autocorrelation time-resolved in
162 ps bins. Since the idler photons are spectrally filtered, their linewidth is de-
termined by the product of the 195(1) MHz linewidth of the source cavity and the
274(4) MHz line of the 8 mm idler filter, both being Lorentzians. The shape of the
ideal autocorrelation function is given by [89]

g(2)
x,x(τ) = 1 + exp

(
−2 |τ |

τ0

)
. (3.6)

For Lorentzian light, linewidth and coherence time relate through the expression
τ0 = (πΓ)−1 [208]. In our scenario τ0 ≈ 2.2 ns. Since this value is only reached at
zero delay, the measured value will be lower, even for a single mode, in case the
detector’s timing jitter is comparable to τ0. The model plotted in Fig. 3.5(c) is the
convolution of the instrument response of our HBT setup and the ideal autocorre-
lation. The timing jitter of our HBT setup is best modeled as a hyperbolic secant
with a FWHM= 1.09(5) ns, as is shown later in Section 3.1.6. The good agreement
of the model with the data is an indicator for the contamination of unwanted modes
being negligible after filtration. For a single 8 ns bin we measure g(2)

i,i = 1.338(16).
However, for the signal photons, which are not significantly filtered, other modes are
present and no features can be seen in the autocorrelation. We measure g(2)

s,s (τ) ≈ 1
everywhere, within the measurement uncertainty. This confirms that filtering the
herald is indeed necessary for single-mode emission of the heralded photon source.

Figure 3.5(d) shows the trend of the cross-correlation with the pair generation rate.
From the model in Eq. (3.5) an expression for the cross-correlation can be derived
by using the following relation between second-order coherence functions derived
from Bayes’ theorem [209]

g
(2)
i:s,s =

g
(2)
s,sg

(2)
i,i

g
(2)
s,i

. (3.7)

We account for the contamination of unfiltered modes by using the measured value
of the idler autocorrelation for the signal g(2)

s,s as well. The assumption made here
is reasonable, since the heralded signal, as it appears in the cross-correlation and
the heralded signal autocorrelation, inherits the mode purity of the idler, since it is
conditioned on the latter.
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Figure 3.6: Strain tuning behavior and stability of the source. The shown data
were acquired in Berlin with the 5 mm crystal. (a) Strain tuning of the seed cavity
resonance. At about 20 V the piezo makes full contact and the tuning follows a linear
behavior. (b) Tuning of the DFG signal. Since the applied strain changes the phase-
matching conditions the crystal temperature needs to be slightly adjusted. This
change, however, counteracts the strain tuning, making the achievable range smaller
than what we see in (a). The DFG peak amplitudes are normalized. (c) Long term
stability of the DFG frequency. For about 16 h the seed laser is scanned around the
signal frequency while the crystal is pumped. The seed frequency corresponding to
the maximum of the DFG peak is recorded. The shaded area represents the FWHM
of the DFG peak. An average drift of about 10 MHz h−1 is measured. The system
is free-running: there is no active feedback on the signal nor idler frequency, merely
the pump laser is locked to the OPO.

3.1.4 Strain Tuning

As mentioned earlier, the monolithic cavity design comes with advantages in herald-
ing efficiency and stability. However, it also comes with the loss of available degrees
of freedom with respect to an external cavity, composed of independent optical el-
ements. In order to still be able to meet the triple-resonance conditions, we apply
mechanical strain with a piezoelectric actuator to the non-linear crystal. The strain
deforms the refractive index ellipsoid through the elasto-optic effect, allowing for
fine-tuning of the triple-resonance conditions [210, 211].

The strain is applied orthogonally to the direction of propagation of the light. A fine-
threaded screw is used to pre-strain the piezoelectric actuator. For this measurement
the piezo was pre-strained to make full contact with the copper plate pressing on the
KTP crystal at approximately 20 V. From there on we observe a nearly linear tuning
behavior (see Fig. 3.6(a)). Some hysteresis is observed with this method, as can
generally be expected from piezos. By frequency-tuning the seed laser, by applying
a voltage to the piezo, and subsequently readjusting the crystal temperature by a few
tens of mK, it is possible to establish triple resonance. The temperature adjustment
also affects the phase-matching conditions. Since the phase-matching bandwidth
is several hundreds of GHz broad, this only has a minor effect. The amplitude of
the DFG peak can, however, decrease by up to 50 %. The necessary temperature
adjustment, however, acts in the opposite direction of the strain-tuning, effectively
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3.1 Triple-Resonant OPO

reducing the maximal tuning range of the DFG peak, compared to the seed cavity
resonance. The tuning range of the seed frequency for which we observe DFG with
this technique is > 2 GHz, as can be seen in Fig. 3.6(b). This tuning range was
not always sufficient to tune the resonance to the desired signal frequency. In these
cases the frequency tuning process needed to be started again with a different set of
parameters.

3.1.5 Long-Term Stability

To assess the long-term frequency stability of the OPO the source was operated
continuously for 16 h while being seeded by the seed laser. The laser frequency was
repeatedly scanned around the 87Rb D1 F = 1 → F ′ = 1 transition and the seed
frequency corresponding to the peak of the DFG signal was recorded. The measured
frequencies are plotted in Fig. 3.6. The frequency of the seed laser was initially
calibrated through an atomic spectroscopy in order to get an absolute frequency
reference for the scan range. While the pump laser was locked to the OPO, no
active feedback to stabilize the output frequencies was used. Over the course of
the measurement an average frequency drift, defined as the standard deviation σ
divided by the measurement time ∆t, of about δν = 3 MHz h−1 is reached.

3.1.6 Further Characterizations

As a conclusion to the description of the triple-resonant OPO I briefly describe some
additional characterizations of the system that we performed.

Herald Filter Stage In order to assess the suppression of unwanted modes we
characterized the herald filter stage. For this purpose we used a widely tunable CW
titanium sapphire (Ti:Sapph, M Squared SolsTiS) laser that we tuned to the idler
wavelength. The filter stage was characterized with both filters in place, so that the
setup did not need to be altered.

The Ti:Sapph is scanned over a ∼ 6 GHz range in order to measure one transmis-
sion resonance of the etalon with the amplified photodiode PDDFG. Different scans
are recorded for wavelengths in a range of ±2 nm around the peak transmission
wavelength of the filter stage. The power of the laser is monitored before the filter
system, allowing for later correction of wavelength dependent power variation. In
Fig. 3.7(a) the maximum transmission of each single measurement scan, normalized
to the input power, is shown as a function of the central wavelength of the Ti:Sapph
scans. A Gaussian fit yields a FWHM = 0.57(5) nm. The dynamic range of a single
gain setting of the amplified photodiode is not large enough to capture the whole
extinction ratio. We therefore need to increase the gain the further we move away
from the idler frequency. From Fig. 3.7(a) we suspect that the measured extinc-
tion is strongly dependent on the gain, manifesting as plateaus in the logarithmic
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Figure 3.7: Characterization of the herald filter stage. (a) Transmission of the IF.
The Ti:Sapph is scanned to measure the peak transmission through the etalon at
different wavelengths over a range of ∼4 nm. By plotting the maximum transmission
of each scan the IF transmission is reconstructed. The artifacts/steps in the data
originate from different gain settings of the photodiode used for this measurement.
The dashed vertical lines represent when the gain was switched. (b) Transmission
through the 8 mm etalon close to the resonance frequency of the IF. The Ti:Sapph
was attenuated to few photon level in order to perform the measurement with a
SPAD for increasing the dynamic range with respect to the amplified photodiode.
The slight asymmetry in the linewidths could be caused by a non perfectly linear
frequency scan of the laser. The small feature visible at −8 GHz is most likely a
higher order mode of the etalon. The plot is cropped to one of the scan flanks.

plot. The extinction ratio at the tails (>1 FWHM away from the maximum) can
be conservatively estimated as <10−2.

For the etalon characterization we again used the Ti:Sapph, this time attenuated
to the few photon level (nominally 14 orders of magnitude) before the etalon, so
that we can use a SPAD as detector and achieve the necessary dynamic range.
The wavelength was tuned to 822.4 nm to match the maximal transmission through
the IF. We now scan the Ti:Sapph over a range of 24 GHz allowing us to measure
two etalon resonances around the IF’s maximum transmission. Figure 3.7(b) shows
the recorded resonances. The FSR, calculated form the etalon thickness, defines the
frequency scale, which is in good agreement with the laser scan settings. A FWHM =
274(4) MHz is extracted from the data and an extinction ratio of ∼1.2 × 10−3 at
FSR/2 is measured.

It is crucial for this characterization that the etalon is properly aligned, else the
measured linewidth becomes broader. We optimized the filter stage right before
this measurement and recorded an overall peak transmission through the system of
about 86 %.

Measuring the HBT Detection Jitter The SPADs (Excelitas SPCM-AQRH-
16) we used for the previously reported measurements are specified to have a min-
imum response time of 350 ps. Using two such detectors in HBT configuration
results in a timing resolution of about 500 ps, since jitter adds quadratically. Using
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Figure 3.8: Determining the timing jitter of the HBT setup as it was used in Sec-
tion 3.1. The measured response is obtained by sending ps laser pulses to the HBT
setup. The FWHM of the Gaussian and the sech fit are 1.21(5) ns and 1.09(5) ns
respectively. The uncertainties include a bin width of 30 ps as an estimate for sys-
tematic errors. The sech fit models the tails of the response better. The thickness
of the lines of the fit models represents their 95 % confidence interval.

this value to model the data in Fig. 3.5 results in a poor agreement. Non-optimal
alignment of the detection stage increases the jitter. Unfortunately, for the mea-
surements presented in Section 3.1, this was the case. For instance, only one lens
was used to focus the beams onto the two SPADs. In order to be able to satisfyingly
model the measured data it was necessary to empirically determine the timing jitter
of our detection stage.

When we perform a measurement with the HBT setup, the result will be the convo-
lution of our input pulse with the instrument response function. If the pulse is short
enough compared to the time scale of the timing jitter, it can be approximated as a
Dirac delta distribution. Since the delta distribution is the identity element of the
convolution, through this measurement we gain access to the detector response. For
this measurement Alisa Javadi and Natasha Tomm kindly shared some light from
their pulsed Ti:Sapph (Coherent Mira 900) with us. The laser periodically emits
12 ps pulses at 820 nm which are attenuated and subsequently sent to the HBT setup.
A fast time-tagger (Swabian Instruments) records the time difference between the
two detectors. The resulting instrument response is shown in Fig. 3.8.

The temporal response of SPADs exhibits fast transients in the peak followed by
exponential behavior [212]. While the FWHM of the measured response changes
only by little with the choice of the model function, a hyperbolic secant matches the
tails better than a Gaussian. A sech fit results in a FWHM of 1.09(5) ns.

After this characterization was performed, we realigned the HBT stage adding more
degrees of freedom. The timing jitter should now be closer to the specified values.
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3.2 Double-Resonant OPO

Even though the performance reached by the triple-resonant single-photon source
design met the set requirements for an interfacing attempt with the quantum mem-
ory, it showed some major flaws in its operability. Over time it became more and
more difficult to satisfy the triple-resonance conditions. Deterioration of the pump
cavity modes required regular realignment with a different set of parameters (pump
frequency, crystal temperature, strain), up to the point where the crystals were so
damaged that it would become more convenient to operate the OPO off-resonantly.
In the one and a half years we worked with the triple-resonant design two crystals
broke irrevocably, one of which in a pretty dramatic way: one of the end-facets
chipped off.

We revised the design of the source with a focus on the ease of operation and
longevity of the crystals . By changing to a double-resonant mode of operation with
a double-pass pump configuration we can freely tune the pump frequency, making it
a truly independent degree of freedom. The low finesse cavity for the pump we had in
the previous design led to a ratio of circulating to input power of less than 7. Using
a diode laser, which in our case outputs up to about 100 mW, and the double-pass
scheme, we have enough power at our disposal even without the cavity. The limiting
factors for the achievable generation rates will be the single-photon quality and the
thermal stability. With the pump frequency as new freely adjustable parameter, we
can abandon the strain tuning. This relaxes the requirements to the crystal’s and its
oven’s surfaces, on which we previously applied strain, since they don’t need to be
highly polished anymore. The new crystal copper mount features a notch that allows
parallel alignment of the crystal to the oven wall. This feature allows us in principle
to swap the crystal without having to restart the optical alignment procedure from
scratch. In the previous design, the crystal orientation did not necessarily correspond
to the one of the oven, making the alignment procedure counterintuitive. For the
next design iteration it would be even more favorable to rotate the orientation of
the crystal within the mount by 90◦. Signal and idler polarization would then
directly coincide with the desired ones making the half wave-plate after the source
superfluous.

Since with the previous implementation we cycled through several crystals, we de-
cided to use a double-stage TEC (Thorlabs TECD2, T hot

max = 200 ◦C, ∆Tmax =
108 ◦C) and integrate two resisitive cartridge heaters (Thorlabs HT15W) for the
possibility of in situ thermal annealing, which allegedly helps reversing and even
preventing damage to the crystal. Furthermore, the oven was designed to offer the
possibility to connect a hose for flooding it with gas, since particular atmospheres
(e.g. N2) allegedly can help in the recovery process of the crystal1. These new

1Apparently ‘dry’ atmospheres can help with the recovery of hygroscopic crystals. The reaction
of these type of crystals with the humidity in air can also lead to damages to optical coatings
(one could say: they are still ‘alive’ compared to standard optical substrates, according to the
coating company). In hindsight, however, I’m not sure how helpful this would be in our case
since KTP is not hygroscopic.
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Figure 3.9: Photograph of the oven design for the double-resonant OPO with the
housing partially removed. The crystal is enclosed in a copper holder with a notch
for coarse alignment of the crystal’s orientation. The ppKTP temperature is set
by a double-stage Peltier and stabilized with a TEC-controller. The bottom of the
enclosure made out of aluminum acts as a heat sink, while the walls and the top
are made out of PEEK for better thermal insulation.

features, however, remain untested since the double-resonant OPO has now been
operated for over two and a half years with the same crystal without any noticeable
signs of deterioration. A further small modification of the design was to change
the wall material of the oven to polyether ether ketone (PEEK) for better thermal
insulation, while the base plate of the oven was kept out of aluminum to serve as
a heat sink to the TEC. In the double-resonant implementation of the source, the
pump laser is also first fiber coupled into an end-capped PM fiber for spatial mode
cleaning before it reaches the crystal.

By operating the OPO in a double-pass pump configuration we lose the ability to
lock the frequency of the laser to the monolithic cavity. To make sure that the
pumping frequency stays stable over time, we set up an external reference cavity. A
detailed description of the frequency lock follows in Section 3.2.2.

For the double-resonant OPO we had to commission new monolithic cavities. Two
5 mm long pieces of ppKTP were left from the original growth process. The plane
facets of the crystals were coated in the same run as the crystals used for the triple-
resonant OPO. The curved surface was polished in a new run to the same specs
by the same manufacturer, while the coatings were applied by Laseroptik with the
nominal reflectivities of Rc

s/i > 99.9 % at 810 nm ± 15 nm and Rc
p < 1 % at 405 nm.

We used this opportunity to send in the 5 mm crystal with the shattered coating on
the curved surface to be repolished and recoated, now for double-resonant operation,
as well.

Tuning the Output Frequency With the absence of pump resonances, the pro-
cedure used to tune the source to the desired frequency had to be adapted. As
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before, we start by coupling the seed laser to the OPO and fine-tune the crystal
temperature so that a seed cavity resonance coincides with the desired output fre-
quency. Instead of keeping the pump frequency fixed at one of its resonances while
scanning the seed laser, as before, the new tuning routine for finding the DFG sig-
nal consists of scanning the pump laser while the seed is free-running at the desired
output frequency. Once a good DFG signal is generated, the pump laser can be
locked and the seed laser disconnected from the setup. The source reliably gener-
ates photon pairs for up to a day. Once the source has been tuned to a specific
frequency, the daily routine when turning it on consists merely of getting the pump
laser to emit at the right frequency, checking that the cavity resonance is still at the
target frequency, and adjusting the lock parameters. The double-resonant source
can usually be operated for months before parameters like the crystal temperature
or the pump wavelength need to be adjusted. The beam pointing of the pump laser
needs more regular adjustments to maximize the DFG amplitude, though.

3.2.1 Characterization of the Optical Output

The assembly and characterization of the double-resonant OPO is thoroughly de-
scribed in BC’s master’s thesis [182]. I will therefore limit myself here to describe a
few selected results. The performance of this source was overall equal or better than
the triple-resonant implementation. A summarized version of the used parameters
and achieved results can be found in Tab. 3.4. The characterization measurements
were performed analogously to those previously presented for the triple-resonant
case.

We noticed that the FSR of the double-resonant cavity is larger than what we
measured for a crystal of the same nominal length in the triple-resonant case. It
turns out that one of the crystals we sent for polishing and coating on the second run
was actually only 4.7(1) mm long before the procedure, being the ‘leftover’ piece from
the original cutting. From the measured signal FSR we derive that the monolithic
cavity that we characterized has a length of 4.5(2) mm, giving us a good reason to
believe that we used this shorter crystal for the double-resonant OPO, which shrunk
even further due to material ablation during the polishing procedure.

A measurement with a single-photon resolving spectrometer shows that the emission
of the double-resonant OPO is cleaner overall than what we saw in Fig. 3.3(a).
This purer spectrum with fewer modes leads to a favorable comparison of rates
even with less pump power, since a higher fraction of photons are emitted in the
desired mode. For low pumping powers even a bunching feature in the unconditioned
autocorrelation of the unfiltered signal can be detected. For 1 mW of pump power
a g(2)

s,s (0) > 1.3 was measured for a time resolution of 162 ps. This was not possible
with the old design, where no such feature could be measured.

Inspired by one of the referees of [64], we decided, given that we designed the new
setup to have enough space to perform this measurement, that it would be interesting
to measure the correlation of the backwards emitted photons. A distinct correlation
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Symbol Property Value

L Length, after polishing 4.5(2) mm
Cross-section 1× 2 mm2

∆νFSR FSR 17.5(2) GHz
F Measured finesse 41(1)
δνs Cavity damping factor (signal) 426(2) MHz
δνDRO Bandwidth 373(1) MHz
ηh Heralding efficiency 53(5) %
∆t Standard coincidence window 6.48 ns (80×81 ps)

Maximum pair rate for g(2)
i:s,s < 0.01 7.5(8)× 105 pairs/s

g
(2)
i,i Idler autocorrelation 1.28(5)

Ptyp
pump Typical pumping power 4.5 mW

rtyp Typical herald rate 1.5× 105 s−1

g
(2),typ
i:s,s Typical conditioned signal autocorrelation 0.04
ηh,DL Heralding efficiency after fiber and with OI 40(4) %
τs,min Minimum storage time when switching the source 130 ns

Table 3.4: Summary of the properties of the monolithic double-resonant OPO
as specified in [182]. In the lower half of the table the parameters used for the
interfaced measurements with the Zeeman memory are listed.

peak between the backwards emitted signal photons and the forward emitted heralds
can be measured. BC estimates the fraction of signal photons leaving the cavity on
the wrong side to be approximately ηback = 13 %, which is considerably higher than
expected. A possible cause could be the quality of the coating on the curved surface
achieved during manufacturing, since crystals apparently are harder to handle than
standard substrates for optics. JW and his group are currently trying to reduce
the backward losses in a similar system by using the plane surface as rear mirror.
Considering the measured heralding efficiency, a lower bound for the mode-matching
into single-mode fiber can be estimated to be around ηfiber > ηherald/(1 − ηback) ≈
61.6 %. Which, considering the transverse mode profile of the DFG, seems rather
reasonable.

3.2.2 Locking the Pump Laser

A double-resonant OPO design with only a double-pass configuration for the pump
beam does not result in a resonance. In order to still be able to stabilize the frequency
of the pump laser we opt for a Pound-Drever-Hall (PDH) [213, 214] sideband offset
lock on a passively stable external reference cavity. In brief, this technique relies, as
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Figure 3.10: Setup of the 404 nm pump laser preparation stage with PDH sideband
offset lock. While the spatial pump mode is cleaned with a PM fiber, a fraction of
the light is picked off and sent to the PDH sideband offset lock. By locking onto
the sidebands we are able to achieve a stabilized but tunable frequency. PDT is
used to facilitate the coupling of the cavity. A fiber-coupled spectrometer is used
to monitor the pump frequency. Used abbreviations: 90:10 – beam sampler with
the specified branching ratio; ECDL – external cavity diode laser; PRM – partially
reflective mirror; EOM – electro-optic modulator; PBS – polarizing beam splitter;
PD – photodiode; SM – spectrometer.

the PDH method, on the interference of the off-resonant sidebands which are fully
reflected by the cavity and the phase-shifted ‘carrier’ component. This phase shift
is strongly frequency dependent in proximity of the resonance and can be used to
generate an antisymmetric error signal. In the sideband offset lock, instead of the
carrier, a sideband is tuned into resonance with the cavity and is interfered with
off-resonant sub-sidebands. The technique we implement is described in [215] as
electronic sideband locking. The light at the carrier frequency ωc is phase-modulated
with an electro-optic modulator (EOM) driven with a signal which is itself phase-
modulated. The drive signal has the carrier frequency Ω1 and is modulated at Ω2,
with Ω1 > Ω2. The electric field of the light after the EOM can be expressed as

E = E0 exp [i(ωct+ β1 sin(Ω1t+ β2 sin Ω2t))] , (3.8)

where βi is the corresponding modulation depth. By expanding this expression to
the first order in βi, it can be seen that the resulting spectrum contains sidebands
at angular frequencies ωc ± Ω1, as well as sub-sidebands at angular frequencies
ωc + Ω1 ± Ω2 and ωc − Ω1 ± Ω2 [215]. The spectral structure around ωc + Ω1 with
sidebands offset by ±Ω2 is analogous to the standard PDH modulation spectrum
(analogously for ωc−Ω1). If the modulation frequency Ω1 is tunable within a range
of FSR/2 it is always possible to tune one of the sidebands at ωc ±Ω1 to the cavity
resonance. Thus, with this method a stable but tunable frequency output can be
achieved.

A sketch of the experimental setup is shown in Fig. 3.10. We use a temperature-
stabilized phase-EOM (QUBIG PM9-VIS_1.5) with tunable resonance frequency to
modulate sidebands onto the pump light. An amplified RF signal generator (QUBIG
QDG10_A0.05-3.0W3) that can be tuned over a range of Ω1 = 750 – 1500 MHz,
corresponding to half an FSR of our cavity, is used to generate the tunable sidebands
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at an arbitrary position within the cavity’s FSR. The driver system of the modulator
furthermore includes a local oscillator (0.5 – 200 MHz) with precision phase control
(< mrad) that is used to modulate the driving signal and later on for the internal
heterodyne detection to generate the PDH error signal. The modulated light is then
sent to the cavity. Our reference cavity has a hemispherical design where the curved
mirror has a radius of curvature of −200 mm. For this reference cavity we use off-
the-shelf mirrors with polished backside from Thorlabs. The mirrors are cemented
with an optical adhesive to a 10 cm long spacer made out of Zerodur2 (fabricated by
Aachner Quarzglas Technologie Heinrich), a lithium-aluminosilicate glass-ceramic
with an ultra low thermal expansion coefficient. The resonator lies on an aluminum
platform with a notch, to avoid mounting stress, resting on a Sorbothane sheet
for vibration isolation inside a small vacuum chamber. The pressure inside of the
tube is reduced to ∼20 mbar for partial acoustic isolation. Figure 3.11(a) shows the
transmission spectrum of the cavity with a modulation frequency of Ω1 = 800 MHz
generating the first order side bands. A measured finesse of F ≈ 340(30) is reached.
A PBS and a quarter-wave plate, which is passed twice, are used to access the
reflected beam, which is then detected by a fast photodiode (QUBIG PD-100-VIS).
The recorded signal is sent back to the EOM driver in order to generate the PDH
error signal by demodulating it with Ω2. Finally, the error signal is sent to a PID
regulator integrated in the laser controller, for locking.

Once a good DFG signal is established, one of the main sidebands is tuned to coincide
with the pump frequency generating the maximal DFG emission. Changing the
modulation frequency Ω1 of the phase EOM requires adjusting the potentiometer
determining the resonance of its RF circuit. The steep edge of the generated error
signal at this point should coincide with the DFG peak. The phase, the frequency,
and the power of the modulation at Ω2 can be fine-tuned for generating a clean
error signal. Once the pump laser is locked, the seed laser can be turned off, and
the source produces single-photon pairs at the desired frequency.

In the current setup, the lock parameters need to be re-adjusted on a daily basis
before the laser can be locked. A possible reason for this behavior is a small leak
in the vacuum chamber, which leads the pressure to increase over time affecting the
cavity spectrum. To assess the mid-term stability of the lock we performed the same
measurement as described previously in Subsection 3.1.5. This time the seed laser
was simultaneously referenced to an atomic spectroscopy so that any drifts of the
scan range could be compensated later on. The data were recorded after we tuned
the source to the D2 line. The stability measurement was limited by the particular
ECDL we used as a seed, which was prone to mode-hop near the frequency of
interest. Still, the characterization measurements remains stable (at least) an order
of magnitude longer than the usual integration times. If the frequency lock is set
up well, the laser stays locked even over night. The recorded frequency over time is
shown in Fig. 3.11(b). The resulting average frequency drift δν = 5.9 MHz h−1 is in
the same order of magnitude as in the triple-resonant OPO.

2Technical details for Schott Zerodur available at https://www.schott.com/en-us/products/
zerodur-p1000269/technical-details.
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Figure 3.11: Characterization of the sideband offset lock. (a) Transmission spec-
trum of the reference cavity for a sideband modulation frequency of Ω1 = 800 MHz.
Note that the sidebands lie crosswise with respect to their carrier. By us-
ing the modulation frequency as an absolute frequency reference we measure an
FSR = 1.490(5) GHz. The sub-sidebands are too weak to be recognized. (b) Long-
term stability of the double-resonant OPO while locked on the reference cavity.
With the sideband lock we observe an average drift of 5.9 MHz h−1 of the seed fre-
quency at which DFG is induced. The shaded area represents the FWHM of the
DFG peak. This data measurement was performed with the source operating at
the D2 line.

3.3 Changes for Interfacing

During our first attempts to interface the photon-pair source as it was set up in [182]
by BC with the Zeeman memory described in Ch. 6, we observed a constant noise
floor of uncorrelated photons being emitted by the downconversion source as well
as crosstalk between the two systems. Fortunately, we could suppress both effects
with straightforward modifications. An experimental setup for the heralded photon
source as it was used for the interfacing experiments is shown in Fig. 3.12. Details
about the Zeeman memory will follow in Chapter 6.

Switching the Source In order to suppress the mentioned noise floor of resonant
uncorrelated photons emitted by the source, we decided to switch off the source
during the retrieval window of the memory. As an optical switch we use a fast
Pockels cell (QUBIG PC2B-VIS) that responds to a follower TTL logic and rotates
the linear polarization of the pump beam by 90◦. Hereby, the type-II downconversion
process is highly suppressed since the phase-matching conditions are no longer met.
As the pump light remains incident on the OPO, no thermal drifts should be induced
by the switching. The cell is driven by a high-voltage source (QUBIG HVS_1.0-
1500) directly connected to it in order to minimize the capacitance (< 10 pF) and
to allow for fast switching. For a periodic input signal the Pockels cell is supposed
to reach a specified suppression ratio of 1:1000. Motivated by our low repetition
rate we decided to mount the cell and driver assembly well thermally contacted
onto an aluminum heatsink, although for MHz repetition rates it is recommended
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Figure 3.12: Experimental setup of the double-resonant source as used for inter-
facing with the 87Rb D1 line quantum memory. The pump laser is set up and locked
according to Fig. 3.10. The crystal is pumped in a double-pass configuration. In
order to suppress uncorrelated noise we switch off the source by rotating the pump
polarization after the detection of an idler. Optical isolators reduce crosstalk be-
tween the systems. The detection of an idler triggers the electronic logic of the
quantum memory. In the meantime the signal photon is sent through a delay line,
consisting of a 60 m PM fiber. Flip mirrors allow for injecting the seed laser in
counterpropagating direction and bypassing the source once it has been already
interfaced with the memory. Used abbreviations: PC – Pockels cell; SP (LP) –
optical short-(long-)pass filter; PBS – polarizing beam splitter; NF – 785 nm notch
filter; IF – interference filter; PD – photodiode; SPAD – single-photon avalanche
diode; DG – delay generator. For the operation at the D2 line two minor adjust-
ments need to be performed in the setup: A PBS needs to be added right after the
PC in order to fully switch off the source and the IF in the idler filter stage needs
to be removed.
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3 Heralded Single-Photon Source

to watercool it.

For a change, the integration of the Pockels cell into the setup proved to be a
straightforward and uncomplicated task. The achievable suppression depends on the
alignment of the beam passing the cell, the voltage, and the switching frequency.
For the alignment, the optical technique known as conoscopy offers a systematic
procedure that can be followed. By placing a ‘bad’ diffuser in front of the Pockels
cell, part of the light is divergently scattered while the rest is transmitted. The po-
larization component orthogonal to the incident one is monitored on a screen. For
a birefringent medium an interference pattern can be observed. For a uniaxial ma-
terial, such as beta barium borate (β-BaB2O4 or BBO) which composes our Pockels
cell, the interference pattern consists of a “Maltese”-cross (isogyre) and concentric
rings (isochromes). Furthermore, the transmitted fraction of the incident beam can
be recognized as a bright spot. Using the yaw, pitch, and Z axes of the stage the
Pockels cell is mounted on, the pattern is centered onto the transmitted spot. The
alignment procedure is voltage- and repetition frequency-dependent and might need
realignment if these parameters are changed. For optimizing the extinction ratio at
a certain frequency, the high-voltage control knob needs to be adjusted.

Figure 3.13(a) shows how the cell performs in a realistic scenario. The plot shows
an arrival-time histogram of the transmission through the source-memory inter-
face/assembly. The memory sequence is not started. The Pockels cell, however, is
triggered by the detection of an idler photon. Zero time delay in this histogram cor-
responds to the time an idler is detected. The delayed signal is recorded at 260 ns.
Upon detection of an idler photon, it takes about 130 ns for the source to switch off,
which sets the minimal storage time of the memory if uncorrelated noise is to be
avoided. The off-time of the cell is set to be 500 ns. The measured noise floor when
the source is switched off is not dark-count limited.

Suppressing Crosstalk The uncorrelated noise floor emitted by the source is
constant and switchable, which allows us to subtract it from the data. Turning on
the quantum memory while the photon-pair source is being switched reveals some
new features/structure in the background noise. We could eventually trace them
back to be crosstalk between the lasers preparing the initial atomic state of the
vapor in the memory and the non-linear crystal.

This new noise feature, see Fig. 3.13(b), shows a correlation with the atomic pump
laser. There is a fixed delay between the switching time of the atomic pump laser and
the noise feature, corresponding to an additional round-trip of the photons in the
60 m fiber used as delay line. The delay ∆t = 2×294 ns matches the measured fiber-
induced delay of 285 ns plus an additional 9 ns. This small difference corresponds
to roughly 3 m in free space and matches well the distances in the experimental
setup: from the vapor cell to the signal collimator on the memory side and from
the fiber coupler to the plane surface of the ppKTP crystal on the source side.
The cell used in the memory experiment has wedged windows to suppress etalon
effects and copropagating backreflections. However, the fluorescence induced by the

68



3.3 Changes for Interfacing

360 380 400 880 900 920

delay/ns

-20

-17

-10

-5

0
su

p
p
re

ss
io

n
/d

B

30 60 90 120 640 670 700 730

delay/ns

-10

-8

-6

-4

-2

0

su
p
p
re

ss
io

n
/d

B

"t

(a) (b)

Figure 3.13: Arrival-time histograms characterizing the background noise when
source and memory are interfaced. The zero time delay corresponds to the detection
time of an idler. (a) Switching behavior of the Pockels cell. The uncorrelated noise
floor can be suppressed by −17 dB. (b) Unless an optical isolator is placed in the
signal arm we observe crosstalk between the two systems. Induced but switchable
noise can make a round-trip from the memory to the source and back again delaying
the complete switching by ∆t = 588 ns. Since the uncorrelated noise floor of the
source is constant and switchable it was subtracted from the data outside of the
switching region to exclusively show the effect of the crosstalk.

lasers pumping the atoms is emitted into a large solid angle. A fraction of these
fluorescence photons is coupled backwards into the signal arm and reflected by the
plane surface of the OPO, and thus detected a round-trip time later, after the atomic
pump lasers have been switched off (for details about the switching see Chapter 6).

Placing an optical isolator (OI) in the signal arm of the source gets rid of the problem.
Using an OI in the signal arm, however, is not a choice taken lightheartedly, since it
negatively affects the transmission, lowering the heralding efficiency. Consequently,
this measure results in only a small improvement on the final signal to noise ratio.
Both measures described in this section, switching the source and using the OI, lead
to an overall factor 2 improvement in the SNR. Even with these additional optical
elements in the source setup we reach heralding efficiencies of ηh = 40(4) % including
the losses due to the delay line.

In an effort to reduce the delay between the generation of the photon pair and the
detection of the idler we compacted the setup. For the interfaced measurements the
spectral filters and the herald SPAD were all placed in one fiber-coupled “blackout-
box”. A further OI in the idler arm was necessary to avoid an external cavity
from forming between the plane surface of the ppKTP crystal and the idler etalon.
This unwanted cavity caused some of the idler photons to be delayed by an integer
multiple of its round-trip of 30 ns, triggering the experiment logic at a wrong time.
Since our measurements are triggered by the detection of the idler, such a delay
would appear as a ‘precursor’ pulse in the histogram for the arrival-time difference
between signal and idler is shortened by this effect.

With these final improvements, described above, we performed the interfacing exper-
iments with the Zeeman memory as they are described in [29] and briefly summarized
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in Chapter 6. Placing an OI in the signal arm required us to make minor adjust-
ments regarding the seed laser path. The seed laser can’t be coupled in backwards
through the signal fiber anymore. A flip mirror, before the OI, is added for coupling
in the seed laser to align the source. By using different fibers, the seed and signal
mode do not intrinsically overlap. The new seed path can be aligned by injecting
an auxiliary laser beam backwards through the idler fiber (before installing the OI)
and then using a quarter-wave plate to direct the backreflection from the crystal
towards the fiber coupler. Furthermore, it is convenient to add a second flip mirror
after the OI allowing for a ‘source bypass’. This is a practical way to swap between
WCPs and heralded single photons as input for the memory. This way the source
and the memory can be decoupled without unplugging the 60 m fiber, even after the
two setups have been interfaced. This allows them to be initialized in parallel with
the seed and signal laser respectively.

3.4 Operation at the 87Rb D2 Line

This SPDC source was originally designed to emit heralded photons at the 87Rb
D1 line. A closer look at the quasi-phase-matching conditions revealed that, at
least theoretically, it should be possible to tune the source to the Rb D2 line, while
remaining within the tuning range of our pump laser and keeping a crystal tem-
perature close to the specified working range. Furthermore, the dielectric coatings
applied to the crystal are expected to perform similarly at 780 nm, inducing only
minor changes in the cavity parameters.

In order to systematically tune the source to 780 nm we first compared the agree-
ment of experimental parameters with the ones computed from the phase-matching
conditions at 795 nm. GB noticed a discrepancy of about 0.25 nm in the pump wave-
length between the predicted value and the one documented in [182]. The poling
period is the only quantity for which the manufacturers did not specify an error. By
slightly varying the poling period in the model we find that for Λpp = 10.1465 µm
(corresponding to a deviation of < 0.5 % from the specified value) it achieves good
agreement with the experiment. Figure 3.1 already uses this adjusted value for the
poling period. By computing the required pump frequency for a given temperature
with this modified poling period, it was straightforward to systematically generate
a DFG signal with a seed laser at the 87Rb D2 line. The prediction fits excellently
within the accuracy of the spectrometer used to determine the pump wavelength.
For tuning from the D1 to the D2 line or vice versa it is necessary to tune the angle
of the pump’s ECDL grating. For the operation at the D2 line the ppKTP tem-
perature is set around 32 ◦C while the pump wavelength is approximately tuned to
402.9 nm, resulting in an idler wavelength of about 833.2 nm.

By decreasing our signal wavelength to 780 nm, energy conservation dictates that the
idler wavelength has to increase. The resulting new wavelength, however, lies outside
of the tuning range of the IF we used so far in the idler filtering stage. In the absence
of a readily available suitable filter, we tried working without it. To make sure that

70



3.4 Operation at the 87Rb D2 Line

-6 -4 -2 0 2 4 6

time delay =/ns

1

1.5

2
g

(2
)

i;
i
(=

)

-4 -2 0 2 4

time delay =/ns

0

100

200

300

400

g
(2

)
s;

i
(=

)

(a) (b)

Figure 3.14: Second-order correlations of the source operating at the Rb D2 line.
(a) Time-resolved unconditioned idler autocorrelation with a bin-width of 162 ps.
(b) Time-resolved, unfiltered cross-correlation for 162 ns bins.

the idler is still filtered down to a single mode we estimate the effective mode number
by recording an (unconditioned) idler-idler autocorrelation. A g

(2)
i,i (0) = 1.262(9) for

one single 6.48 ns wide bin was recorded. Figure 3.14(a) shows the measured time-
resolved autocorrelation. The autocorrelation is modeled according to Eq. (3.6),
where τ0 was obtained from the width of the cavity spectrum. These more recent
measurements were performed with our new SNSPDs (see Section 5.2.8). Due to
the better timing resolution of this type of detector, a peak value closer to two is
reached, compared to the older measurements. The dominant jitter contribution
can be attributed to the time-tagger with its time resolution of 162 ps. The reached
peak value shows that the etalon alone is capable of filtering the idler to a single
mode. The overall performance of the source at the D2 line is comparable to what we
measured previously on the D1 line. For a typical pump power of 4.5 mW we record
a rate of 8.44×105 cts/s for the unfiltered signal while the idler rate is 1.7×105 cts/s.
The conditioned signal autocorrelation for one single 6.48 ns bin reaches a value of
g

(2)
i:s,s(0) = 0.0298(1). The cross-correlation shows prominent super-thermal bunching

with a g(2)
s,i (0) = 361 at zero time delay for a bin width of 162 ps. The asymmetry

between the two exponential edges is more pronounced, compared to the operation
at the D1 line, which is unexpected. In order to exclude that this effect was induced
by the etalon used to filter the idler to a single mode, we recorded an unfiltered
cross-correlation, as can be seen in Fig. 3.14(b). A fit of the two exponential edges,
without any need to correct for the IRF due to the small jitter, confirms the large
asymmetry between signal and idler cavity damping rates, yielding 592(6) MHz and
319(8) MHz respectively. The shape of the cross-correlation can actually be used as
well to determine whether the photon-pair source is running single mode [216, 109].
For this test a temporal resolution in the order of the round-trip time of the photons
within the crystal is necessary. While for a multimode SPDC source the cross-
correlation is expected to have a structure with a periodicity depending on the
number of the round trips each photon of one pair had in the cavity, for a single-
mode source a bilateral exponential decay is expected. A detailed description of
the expectation of the cross-correlation’s shape, also depending on degenerate or
non-degenerate operation of the source, can be found in [108].
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A cavity ringdown measurement was performed with the seed laser, pulsed with
one of the amplitude modulators used for the memories, at the signal wavelength.
This measurement confirmed the unexpectedly high signal cavity damping rate and
is compatible with the results from the fit. The dielectric coatings, as the group
indices of the crystal as well, are not different enough for 795 nm and 780 nm to
explain this behavior. While further characterizations are necessary to understand
the origin of this behavior, the source exhibits the necessary signatures of a heralded
single-photon source in its second order correlations.

While operating the source at the D2 line we noticed an unexpected behavior. The
Pockels cell did not fully suppress the source emission when rotating the pump po-
larization. Rather, it emitted more noise. This behavior could be easily reproduced
using a manually rotated half-wave plate instead of the Pockels cell. No rotation
angle would fully suppress the detected counts on the signal detectors. Our inter-
pretation is that in this configuration, other, competing, non-linear processes might
be better phase-matched than in the designed operation range of the periodically
poled crystal, leading to this additional emission. However, by adding a PBS in be-
tween the Pockels cell and the OPO we are able to fully switch the pump laser and
therefore suppress the downconversion process. By doing so, the pump laser is not
continuously incident on the crystal. In order to rule out that the resulting change
in thermal load could lead to oscillations in the emission frequency, we used a fast
oscilloscope to monitor whether the seed cavity modes would fluctuate. We did not
observe any temporal change in the resonances frequency. Periodically turning off
the pump light, however, caused a constant offset of the resonance frequency with
respect to scenario in which the pump beam constantly shone on the crystal. This
offset can be compensated by fine-tuning the crystal temperature. This requires
some trial and error, since the exact offset depends on the trigger rate of the Pockels
cell which in our case is determined by the heralding rate, which is not accessible
when setting up the pump laser.
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Paschen-Back Regime

With the goal in mind to isolate a nearly ideal three-level system in a hot atomic va-
por, I explored the hyperfine Paschen-Back regime with spectroscopy experiments.
This chapter will start with a brief theoretical description of 87Rb in a strong external
magnetic field. After familiarizing with this new regime by performing some sim-
ple spectroscopic measurements, I started laying the ground work for the quantum
memory by investigating EIT in these conditions. The experiments were directly
performed in a micro-fabricated vapor cell I received from our colleagues from Gae-
tano Mileti’s research group in Neuchâtel. At the end of the chapter I will address
the challenge of preparing the initial atomic state in a high magnetic field and present
the first steps I performed towards optically polarizing the nuclear spin of the whole
ensemble. The experimental results presented in this chapter are also published in
[66].

4.1 Atomic Hamiltonian in a DC magnetic field

The Hamiltonian for an atom in an external static magnetic field is given by

Ĥ = Ĥ0 + Ĥhfs + ĤZ (4.1)

where Ĥ0 describes the coarse atomic structure including the fine structure, Ĥhfs de-
scribes the hyperfine structure interaction, and ĤZ describes the atomic interaction
with the external magnetic field. The hyperfine interaction Hamiltonian is

Ĥhfs = Ahfs Î · Ĵ + Ĥqp (4.2)

with the nuclear spin operator Î and the total electronic angular momentum operator
Ĵ. Ahfs is the magnetic dipole constant, also referred to as hyperfine coupling-
coefficient, and Ĥqp is the electric quadrupole Hamiltonian, which describes the
electric quadrupole interaction between the nucleus and the electron1. This latter
term vanishes for J = 0, 1

2 , since the electron charge distribution is spherically

1Technically, there is also a term describing the magnetic octupole in Ĥhfs for the excited states
of the D2 manifold. The effect, however, is so small and the measurements performed so far
were not precise enough to obtain nonzero values for the octupole constant Chfs [217].
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symmetric in these cases [218]. The same is valid for I = 0, 1
2 . In general, the

electric quadrupole Hamiltonian has the form [218]

Ĥqp = Bhfs
3
(
Î · Ĵ

)2
+ 3

2

(
Î · Ĵ

)
− I (I + 1) J (J + 1)

2I (2I − 1) J (2J − 1) (4.3)

where Bhfs is the electric quadrupole constant. The energy shift induced by the
hyperfine interaction is [218]

∆Ehfs = Ahfs

2 K + Bhfs

4

3
2K(K + 1)− 2I(I + 1)J(J + 1)

I(2I − 1)J(2J − 1) (4.4)

with K = F (F + 1)− I(I + 1)− J(J + 1).

The last term in Eq. (4.1) is the one describing the interaction of an atom with the
magnetic field. This Hamiltonian has a linear and quadratic term in B [218]. For
states with low principal quantum number n in typical magnetic fields generated
in laboratories, the induced quadratic shifts are small and therefore difficult to
measure. Usually, the quadratic interaction can be neglected. With higher n states,
e.g. when dealing with Rydberg atoms, the quadratic effect becomes evident [219].
For a state with n ≈ 36 in a magnetic field of 0.6 T the quadratic interaction begins
to be significant [220, 219]. Consequently, for our work we can safely consider only
the term linear in B of the magnetic interaction Hamiltonian. If the energy shift
induced by the magnetic field is small compared to the fine-structure splitting, J is a
‘good’2 quantum number and the magnetic interaction Hamiltonian can be written
as

ĤZ = µB

(
gJ Ĵ + gI Î

)
·B . (4.5)

Here gJ and gI are the g-factors for the total angular momentum of the electron and
for the nucleus respectively. The Landé factor gJ for the various atomic states can
be computed by [218]

gJ = gL
J(J + 1)− S(S + 1) + L(L+ 1)

2J(J + 1) + gS
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1) .

(4.6)
The necessary constants for solving the Hamiltonians above, as well as the computed
values of gJ for the states of interests for this thesis, are listed in Tab. A.1.

Different Magnetic Regimes We distinguish between different magnetic regimes
based on the relative strength of the various interactions. In the hyperfine linear
Zeeman (HLZ) regime the magnetic interaction can be treated as a perturbation of
the hyperfine interaction. The energy splitting induced by the external magnetic

2In the strict sense, the eigenvalues of an operator are considered to be a good quantum number
when the associated observable is a constant of motion, i.e. it commutes with the Hamiltonian.
As long as the deviation from this case is small, the quantum number can be considered to be
good enough.
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4.1 Atomic Hamiltonian in a DC magnetic field

field ∆EZ is smaller than the hyperfine splitting ∆Ehfs. In this weak-field regime the
nuclear spin I and the total electronic angular momentum J = L + S are coupled,
resulting in the total angular momentum F = I + J. In this regime the Hamiltonian
eigenstates coincide, to a good degree, with the total angular momentum eigenstates
|F,mF ⟩. The hyperfine levels can take the values |J−I| ≤ F ≤ J+I. In this regime,
each hyperfine level F is split symmetrically around the zero field level into 2F + 1
different mF -levels, where mF is the projection of F along the direction of the applied
magnetic field. The Zeeman effect shifts the levels by ∆EZ = gFmFµBB, assuming
a magnetic field along the z-direction.

For higher fields, where the magnetic interaction becomes larger than the hyper-
fine interaction, but remains smaller than the fine-structure interaction, we enter
the HPB regime. The nuclear spin and total angular momentum of the electron
decouple. As a consequence, F and mF are not good quantum numbers anymore.
Instead, it is convenient to describe the system in terms of J , mJ , I, and mI . Since
J and I are constant within one fine-structure level, I will use the compressed state
notation |mJ ,mI⟩ = |J,mJ , I,mI⟩. For each value of mJ there are 2I + 1 mI-levels.
The spacing of these levels is proportional to mJ and mI . In fact, in this regime the
energy shift induced by the external field is described by ∆EZ = (gJmJ +gImI)µBB.
For intermediate fields there are no good quantum numbers to describe the interac-
tion.

If the magnetic field is increased ever further, the energy shifts reach the order of
the fine-structure splitting and beyond. This leads to the electron spin S and the
orbital angular momentum of the electron L to decouple as well, rendering J a bad
quantum number to describe the system. However, for Rb, magnetic fields > 218 T
are required to reach this so called fine Paschen-Back (FPB) regime [220] – far above
what we can generate in our laboratory. In this scenario Eq. (4.5) needs be replaced
with the fully uncoupled one

ĤZ = µB

(
gLL̂ + gSŜ + gI Î

)
·B . (4.7)

Furthermore, the term in Ĥ0 describing the fine-structure interaction needs to be
considered, since it is proportional to L̂ · Ŝ.

The necessary magnetic field strength to enter the HPB regime depends on the
hyperfine interaction of the specific investigated atomic species. In general, the
condition B ≫ B0 = AGS

hfs /µB [218] can be obtained by comparing the energy shifts
induced by the hyperfine and the magnetic interaction. It is noteworthy that for the
the ground state of alkali atoms the following relation holds AGS

hfs = hνhfs/(I + 1/2)
[218], where νhfs is the ground-state splitting. For 133Cs [221, 222], 87Rb and 85Rb
[220, 223] B0 ≈ 170 mT, 240 mT and 72 mT respectively. In the case of 39K B0 ≈
17 mT, meaning that the HPB regime is reached with magnetic fields weaker by one
order of magnitude compared to 87Rb [224]. For the excited states the effect of the
applied magnetic field begins even at lower fields. In fact, for 7Li the FPB regime
for the D lines was investigated experimentally with fields of < 1 T, observing the
mixing of different fine-structure levels [225].
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4 Atomic Vapor in the Hyperfine Paschen-Back Regime

In the following two chapters I will focus on the HPB regime. Consequently, when
talking about coupled/uncoupled bases I will be referring to the coupling of I and
J.

4.2 87Rb D Lines

In this section I will concentrate on the states involved in the Rb D line transitions
and their behavior in an external magnetic field. Rubidium naturally occurs in the
form of the two isotopes 85Rb (72.2 %) and 87Rb (27.8 %) [226], which have a nuclear
spin of I = 5

2 and I = 3
2 respectively. In our experiments we will work with 87Rb

due to its smaller number of Zeeman sublevels and its larger ground-state splitting,
especially relevant when working without applied magnetic field.

The transitions between the ground states and first excited states of alkali metal
atoms are referred to as the D lines. Due to the fine-structure splitting, the lowest
excited state is split in two, giving origin to two lines: 1) the D1 line describing the
transition n 2S1/2 → n 2P1/2 and 2) the D2 line describing the transition n 2S1/2 →
n 2P3/2, where n is the principal quantum number of the valence electron. For Rb
the principal quantum number has a value of n = 5. Note that the name of the D
lines is of historic origin and does not imply the involvement of the higher orbital
D-states.

The zero detuning frequency for 87Rb, without considering the hyperfine splitting, is
roughly 377.11 THz and 384.23 THz [217] for the D1 and D2 lines respectively. The
fine-structure splitting is large enough that the two D line components usually are
treated separately. Commonly, in fact, different lasers are needed experimentally to
address the one or the other line as they are separated by ∼ 15 nm. This difference
is much larger than the energy splittings the magnetic field induces in the HPB
regime. We can thus neglect the first term from the Hamiltonian in Eq. (4.1) for
the purpose of the following considerations. This term would result in the constant
offset given by the zero detuning frequency mentioned above.

For the 87Rb 5 2S1/2 ground state the atomic Hamiltonian for an external field along
the z-direction B = ezBz, where ez is the unit vector along the z-axis, thus simplifies
to

Ĥ = Ahfs Î · Ĵ + µBBz

(
gJ Ĵz + gI Îz

)
(4.8)

with J = 1
2 and I = 3

2 . The 5 2P1/2 state is described by the same Hamiltonian,
with merely the constants changing. For the 5 2S1/2 and 5 2P1/2 states the quadrupole
term is zero. For the Hamiltonians and a table listing the important constants for
the 5 2P3/2 term I direct the reader to Appendix A. For an even more extensive
collection of Rb data I refer the reader to Daniel Steck’s alkali data [217], which are
also available for other alkali metals.

By diagonalizing the Hamiltonian we obtain the eigenvalues, which correspond to
the energies of the respective states. For terms with J = 1

2 , i.e. 5 2S1/2 and 5 2P1/2,
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Figure 4.1: Breit-Rabi diagrams for the 5 2S1/2 (blue) and 5 2P3/2 (red) states of
87Rb. Frequency shift is relative to the zero detuning frequency of the respective
fine-structure level. The regions marked by a black box are shown magnified in the
insets on the right-hand side. They show the crossing of the energy levels in the
weak field regime.

the Hamiltonian can be diagonalized analytically by using the Breit-Rabi formula
[227] or, as I did, numerically, which is anyhow the only viable approach for the
5 2P3/2 excited state. In order to obtain the trend of the energies as a function of
the field, the eigenvalues need to be computed for each value of B. Figure 4.1 shows
the Breit-Rabi diagram, which is a representation of the energy shift of the levels
as a function of the applied external field, for the terms making up the D2 line.
The panels on the right-hand side show magnifications of the magnetic field regions
where the atomic levels rearrange energetically. Note that for the excited state this
happens at fields an order of magnitude smaller than for the ground state. The
resulting energy level diagram at large fields is schematically shown in Fig. 4.2. For
an external magnetic field of 1.06 T the ground-state splitting ranges from about
25 GHz to 35 GHz for mI = −3

2 and mI = +3
2 respectively (compare to the 6.8 GHz

splitting at zero field). The splittings between adjacent mJ -manifolds of the 5 2P3/2
term are approximately 20 GHz, while the splitting between the different mI levels
within one mJ -manifold are in the order of single GHz and tens to hundreds of MHz
for the ground and P3/2-excited state respectively. An energy diagram with all the
frequency splittings for the D2 line can be found in Appendix A.

In general, each hyperfine state is a superposition of different |mJ ,mI⟩ sublevels
with the same total angular momentum projection mF = mJ +mI . For the ground
state 5 2S1/2 the general superpositions of |mJ ,mI⟩ states composing the various
energy levels are listed in Tab. 4.1. In Fig. 4.2 gray lines show the states that are
coupled by hyperfine interaction. The generalized Clebsch-Gordon coefficients ai

and bi can be determined from the diagonalized Hamiltonian. They correspond to
the non-zero entries of the eigenvectors. The stretched states, |F = 2,mF = ±2⟩ ↔
|mJ = ±1

2 ,mI = ±3
2⟩, consist of a single |mJ ,mI⟩ state for any given field value.
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4 Atomic Vapor in the Hyperfine Paschen-Back Regime

Figure 4.2: Energy levels of 87Rb in the HPB regime represented in the |mJ , mI⟩
basis. The coupling between the sublevels is indicated by the gray lines. Selected
transitions are shown. The allowed D1 and D2 transitions for one mI manifold each,
−3

2 and +1
2 respectively, are represented as solid lines. σ+, π, and σ− transitions are

color coded (red, blue, green). Some singly forbidden transitions arising from the
residual coupling of the ground state are displayed as dashed lines. The transitions
for the ground-state combinations corresponding to mF = −1 and mF = 1 (in weak
fields) are shown for the D1 and D2 respectively. Singly forbidden transitions arising
from the residual coupling of the 5 2P1/2 term and doubly forbidden transitions are
not shown. The energy splittings are not drawn to scale.
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4.2 87Rb D Lines

Level Weak field Intermediate regime Strong field
|F,mF ⟩ |mJ ,mI⟩ |mJ ,mI⟩

A1 |1,+1⟩ a1 |−1
2 ,+

3
2⟩+ b1 |+1

2 ,+
1
2⟩ |−

1
2 ,+

3
2⟩

A2 |1, 0⟩ a2 |−1
2 ,+

1
2⟩+ b2 |+1

2 ,−
1
2⟩ |−

1
2 ,+

1
2⟩

A3 |1,−1⟩ a3 |−1
2 ,−

1
2⟩+ b3 |+1

2 ,−
3
2⟩ |−

1
2 ,−

1
2⟩

A4 |2,−2⟩ |−1
2 ,−

3
2⟩ |−1

2 ,−
3
2⟩

A5 |2,−1⟩ a5 |+1
2 ,−

3
2⟩+ b5 |−1

2 ,−
1
2⟩ |+

1
2 ,−

3
2⟩

A6 |2, 0⟩ a6 |+1
2 ,−

1
2⟩+ b6 |−1

2 ,+
1
2⟩ |+

1
2 ,−

1
2⟩

A7 |2,+1⟩ a7 |+1
2 ,+

1
2⟩+ b7 |−1

2 ,+
3
2⟩ |+

1
2 ,+

1
2⟩

A8 |2,+2⟩ |+1
2 ,+

3
2⟩ |+1

2 ,+
3
2⟩

Table 4.1: Summary of the general combinations of |mJ , mI⟩ states composing
the various levels of the 5 2S1/2 term. The levels are labeled A1 → A8 in order of
increasing energy.

Since they have constant magnetic moments, for they have a fixed combination
of mI and mJ , they appear as a straight line in the Breit-Rabi diagrams. In the
absence of an external magnetic field the coefficients ai and bi correspond to the
Clebsch-Gordon coefficients. For an increasing magnetic field the coefficients follow
the trend ai → 1 and bi → 0.

Figure 4.3 shows the changing composition of the hyperfine eigenstates of the 5 2S1/2
term with increasing applied magnetic field. The states are ordered as in the case of
the weak field regime |F,mF ⟩, where the lower row corresponds to values of F = 1
and the upper one to F = 2. Within one column of the plot each color represents the
coefficients for one specific sublevel. The corresponding table of state combinations
and plots of the magnetic field dependent generalized coefficients for the excited
states can be found in the Appendix A.

For the ground state, even with a field as high as 1.2 T the mixture of the sublevels
is still not negligible, with the bi coefficients having still a value of about 0.1. This
implies that the nuclear spin and the total angular momentum of the electron are not
fully decoupled under those conditions. This residual coupling leads to ‘forbidden’
transitions that will be discussed in the next section and are of experimental interest,
as explained in Section 4.5.3. The 5 2P1/2 term has coefficients about a factor 3
smaller than those of the ground state (cf. Fig. A.2), while for the 5 2P3/2 exited state
all the coefficients but the dominant one can be neglected to a good approximation
at the considered fields (cf. Fig. A.3). This difference is a direct consequence of the
P terms having smaller magnetic dipole constants than the ground state.
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Figure 4.3: Coupling coefficients for the 5 2S1/2 hyperfine levels in the uncoupled |mJ , mI⟩ basis as a function of the applied
magnetic field. The sublevels are arranged as they usually are in the weak field regime, where the bottom row corresponds to
F = 1 and the top one to F = 2. Within one column each color represents one specific sublevel.
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4.3 Atom-Light Interaction

4.3 Atom-Light Interaction

In the absence of the hyperfine coupling, optical dipole transitions couple only to
the total angular momentum of the electron. These transitions, which I will refer
to as ‘allowed’, obey the selection rules ∆mI = 0 and ∆mJ = 0,±1, for π and σ±

polarized light respectively. These transitions occur as quadruplets (one for every
value of mI). In the energy scheme depicted in Fig. 4.2 the allowed transitions
appear as (solid) vertical lines. The allowed transitions for the D1 and D2 lines
are exemplified for the cases of mI = −3

2 and mI = +1
2 respectively. They follow

similarly for the other manifolds.

The calculations of the ground-state coefficients show that, even at the levels of the
magnetic field we are working with, the hyperfine coupling is not negligible. For the
ground state levels, I and J are not fully decoupled; for the D1 excited states there
is a small coupling left (experimentally already difficult to see) while for the D2
states coupling is negligible. Transitions with ∆mI ̸= 0 can be thus excited through
an indirect interaction of the light with the nucleus through the residual hyperfine
coupling. Since the atom-light system conserves the total angular momentum, these
transitions obey the relations ∆mI + ∆mJ = 0,±1 for π and σ± polarized light,
respectively. I will refer to the transitions with |∆mI | = 1 as ‘singly forbidden’
transitions. In Fig. 4.2 the singly forbidden transitions for both the D1 and the D2
line are illustrated as dashed lines for the coupled sublevel pair with mI +mJ = −1
and mI + mJ = +1 respectively. For the other coupled ground-state sublevels the
transitions follow analogously. These transitions appear as multiplets of three. The
figure shows only singly forbidden transitions arising from the residual coupling of
the ground state. Transitions with |∆mI | = 2 (‘doubly forbidden’), or |∆mI | = 3
(‘triply forbidden’), can also occur, but are suppressed even more strongly and are
therefore not shown in the figure. By optical pumping along forbidden transitions,
the nuclear spin of an atomic vapor can be directly polarized [221]. I will come back
to this technique at the end of this chapter for it is of interest regarding the atomic
state preparation in our system.

Since I will show and use simulated atomic spectra throughout this thesis, I will
briefly summarize how they can be computed. A more rigorous description on how
to compute a spectrum for a given set of parameters can be found in [228, 229, 230].
Under the assumption of a near-resonant, weak probe laser field, the various optical
transitions can be considered separately as a two-level system. The absorption pro-
file of an individual hyperfine transition can be represented by a single Voigt profile.
The Voigt profile [228] is the convolution of a Lorentzian distribution describing the
natural lineshape of the atoms and any additional homogeneous broadening with
the Gaussian distribution corresponding to the inhomogeneous Doppler-broadening
arising from the different atomic velocities in the hot vapor. Additional homoge-
neous broadening mechanisms such as pressure broadening, induced by alkali-alkali
or alkali-buffer gas collisions, simply modify the width of the Lorentzian profile.
Each line profile is centered on the corresponding transition frequency and is scaled
by its transition strength. Summing over all transitions ultimately results in the total
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4 Atomic Vapor in the Hyperfine Paschen-Back Regime

spectrum. By diagonalizing the atomic Hamiltonian for the ground and the excited
states, the eigenenergies and the eigenstates are obtained. The energy difference be-
tween the ground state |g⟩ and excited state |e⟩ involved in the transition yields the
transition frequency. Generally, the eigenstates are a combination of the uncoupled
basis states. The transition strengths are proportional to the electric dipole matrix
elements squared |⟨g|er̂|e⟩|2. Finally, by adding up all the single transitions the total
electric susceptibility is obtained, where the real and imaginary parts describe the
dispersion and absorption of the multi-level system respectively. For computing the
spectra I used both a Matlab script written by Andrew Horsley and the open-source
Python program ElecSus developed in Ifan Hughes’ research group at Durham Uni-
versity [229, 231]. I used the latter especially when determining atomic parameters,
such as temperature, by fitting measured spectra.

Following the method described above, the spectrum of the D2 transitions for an
external magnetic field of 1.06 T is computed for the atomic parameters correspond-
ing to the vapor cell used for the experiments performed in this work. A 2 mm long
vapor cell filled with enriched 87Rb with an estimated abundance of 90 % at 97 ◦C is
considered. Furthermore, additional homogeneous broadening due to 10 mbar of Ar
buffer gas (derived from the experiments described in Appendix C) is accounted for.
The spectrum is plotted in Fig. 4.4 for σ− (green), π (blue) and σ+ (red) polarized
light. The arrows in the insets show the sublevels involved in the corresponding tran-
sitions. The allowed transitions are the strongest, resulting in the highest resonant
ODs. In the energy-level schemes they are represented as solid lines. The energy dia-
grams are ordered as the transition multiplets appear in the spectrum. The residual
85Rb component in the cell induces absorption at frequencies corresponding to the
center of each quadruplet. The effect can be identified by the transparency between
the two central transitions of each quadruplet to being lower and the transitions
themselves having a slightly higher absorption with respect to the outer transitions
of the same manifold. The ODs of the singly forbidden transitions originating from
the hyperfine coupling in the ground state are two orders of magnitude lower than
that of the allowed transitions. In the level schemes the involved atomic states are
connected by dashed arrows. The transitions arising from the remaining mixing
in the 5 2P3/2 term are weak. In the plot they can be barely identified at about
±15 GHz on the blue curve.

Figure 4.5 shows the corresponding spectrum for the D1 line. Here, the hyperfine
coupling of the 5 2P1/2 term is large enough that even the residual hyperfine cou-
pling of the excited state leads to recognizable transitions. These are weaker than
the singly forbidden transitions originating from the residual coupling in the ground
state. Doubly forbidden transitions, appearing as doublets, can be seen as well in
the computed spectrum. These transitions originate from the remaining couplings
of both the 5 2S1/2 and 5 2P1/2 terms. However, as one might expect, they are con-
siderably weaker, with about four orders of magnitude lower ODs than the allowed
transitions.

In the following, “forbidden transitions” refers to singly forbidden transitions origi-
nating from the ground state coupling, since all other forbidden transitions are too
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weak to be observed in our measurements.

4.4 Experimental Setup

Having reviewed the theoretical behavior of the 87Rb D lines in an external magnetic
field, I continue here with some experimental measurements to lay the ground for the
quantum memory implementation. To explore and familiarize with Rb in the HPB
regime I start off with an absorption spectroscopy experiment. Then I add further
light fields to investigate optical pumping and EIT. In the following sections I will
start by describing in detail the key components of the experiment and subsequently
show the whole spectroscopy setup.

4.4.1 Electromagnet

Dictated by the geometry of the utilized electromagnet, the high magnetic field is
applied perpendicularly to the optical axis, parallel to the optical table. This config-
uration is known as Voigt geometry. Choosing the direction of the magnetic field as
our quantization axis, π-polarized light translates to linearly horizontally polarized
light in the lab frame, whereas σ+ and σ− polarization correspond to an electric
field right- and left-circularly polarized in the plane perpendicular to the magnetic
field respectively. However, for the considered geometry these are not valid polar-
izations of light propagating along the optical axis, since an electromagnetic wave is
a transverse wave. Linearly vertically polarized light in the lab frame can, however,
be decomposed into the equal superposition of σ+ and σ− polarizations. For our
experiments this means that we can only apply both polarizations simultaneously.
As we have seen in the previous sections, however, this should not pose a problem for
addressing single transitions since the σ+ and σ− transitions are separated by large
frequency differences. When the light is resonant to one transition then the other
polarization component is more than 20 GHz off-resonant (for the allowed transi-
tions) in a tesla-order field. This does, however, result in a reduction by a factor
of
√

2 of the Rabi frequency. Most other works investigating hot vapors in high
magnetic fields are performed in the Faraday geometry, where the magnetic field
is oriented along the optical axis [220, 221, 232]. In this geometry no polarization
component of the light couples to π transitions.

To generate the Tesla-order magnetic fields for the experiments in this thesis I used
a BRUKER B-E 10 (made in 1988) electromagnet with a BRUKER B-MN60/20C4
(made in 1979) power supply. These devices had been decommissioned before be-
ing rediscovered in the basement of our department and put to good use for the
frequency-tunable microwave imaging experiments Andrew Horsley set up for his
thesis [168]. The electromagnet is composed of a pair of coils wound around cylin-
drical ferromagnetic cores. The cores can be equipped with tapered nose-cones with
a 4.5 cm cross-section at the end.
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Figure 4.4: Computed spectrum of the 87Rb D2 line in an external magnetic field of 1.06 T. The considered cell is 2 mm long
and contains 90 % enriched 87Rb with 10 mbar of Ar. The atoms are heated to 97 ◦C. The color indicates the polarization. The
level-scheme insets show the involved sublevels for each manifold of transitions. They are roughly ordered by frequency and OD.
Allowed transitions are represented by solid arrows while singly forbidden ones by dashed arrows. The labels 1–6 are used to
identify the transitions used for pumping the nuclear spin.
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Figure 4.5: Computed spectrum of the 87Rb D1 line in an external magnetic field of 1.06 T. The considered cell is 2 mm long
and contains 90 % enriched 87Rb with 10 mbar of Ar. The atoms are heated to 97 ◦C. The color indicates the polarization. The
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In order to improve the performance of the electromagnet, I applied two modifica-
tions compared to how AH previously operated it. Firstly, I switched the coils to be
operated in series rather than in parallel, thus ensuring that exactly the same cur-
rent flows through both coils, even if they have slightly different temperatures due to
imperfect cooling. Secondly, I reduced the spacing between the ferromagnetic cores
to the minimal possible distance, dictated by the physical dimensions of the vapor
cell I was going to use, being 10 mm. With the nose-cones and a current of 20 A,
the maximum the power supply can provide, I have measured magnetic fields of up
to 2.36(4) T with the digital teslameter (Group3 DTM-151 with MPT-141 probe).
For our purposes, however, the goal is not to achieve the highest possible field, but
the most homogeneous one. By removing the nose-cones, the ferromagnetic cores
have a cylindrical shape with a cross-section of 10 cm. By further reducing the spac-
ing of the ferromagnetic cores to 10 mm again, the ratio between the distance and
the diameter of the cylinders gets as close as possible to the approximation of an
infinite plane. This configuration should give us the most homogeneous field over
the longitudinal dimension of the cell as possible. In this configuration I measured
a field of up to 1.75(4) T. This corresponds to a ground-state splitting of 54.3 GHz
(for mI = +3

2) and translates roughly to a frequency difference of 21 GHz between
the outermost allowed π transitions of the spectrum.

Before performing the measurements presented in this and the next chapter I charac-
terized the transversal homogeneity of the static magnetic field. The used procedure
and our conclusions can be found in Appendix B. For a magnetic field of 784.43 mT
a transverse homogeneity, averaged over the full longitudinal dimension of the vapor
cell, of 27 µT over a distance of 5 mm is reached. Considering that the light beams
are going to address much smaller regions of the cell, the interrogated atoms should
experience the same magnetic field with spatial variations < 5 µT. According to
AH’s thesis [168] the magnetic field generated by this specific electromagnet drifts
on the order of hundred µT on a 10 s to minutes timescale. For the transitions of
interest for the memory scheme this translates to < 2 MHz shifts for a magnetic field
of about 1.06 T. However, I could not observe such fluctuations. In fact, even over
the course of several hours no significant drifts of the transition frequencies could be
measured with the wavelength meter. Depending on the exact transition that was
monitored, the shift expected from these field strength fluctuations is at the limit
of what the wavelength meter can accurately resolve. Such fluctuations, however,
would be in conflict with the spatial homogeneity measurement I performed. The
imaging of the static magnetic field relies on capturing a sequence of images. The
whole sequence takes several minutes, meaning that the measured homogeneity is
averaged over the whole acquisition time. Given the measured spatial homogene-
ity, the presence of such temporal fluctuations does not seem plausible. Probably,
re-wiring the magnet in series has helped in significantly reducing the temporal
fluctuations.

Throughout the course of the experiments I repeatedly encountered issues with
the water cooling of the electromagnet and its power supply. According to the
manufacturer, the cooling circuits of these two devices must be connected in parallel.
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Figure 4.6: (a) Front view of the micro-fabricated vapor cell. Some Rb droplets
are visible on the cell window. For cleaning the window, to improve transmission,
I followed the ‘cleaning instruction’ from Appendix F of [168]. (b) Side view of
the vapor cell sandwiched between two Schott RG9 filter glass plates in a PEEK
mount on an aluminum post. (c) Vapor cell between the ferromagnetic cores of the
electromagnet. The limited optical access due to the tight geometry imposed by
the ferromagnetic cores becomes evident.

The clogging up over time of the power supply’s heat exchanger with rust and
limescale, however, led to changing cooling water ratios between the two devices.
This caused changes in the thermal load of the coils, which in turn caused changes
in the intensity of the magnetic field. This effect acts on a much longer timescales
– about once a year the power supply started overheating, not receiving enough
water to be properly cooled. By reversing the flow of the cooling water several times
it was possible to restore the device’s operability. In May 2022 the water cooling
stopped working completely. Luckily, Dominik Sifrig, a technician in our department
was able to repair the device by disassembling it, mechanically unclogging the heat
exchangers and replacing old internal tubing. After this maneuver, we observed an
abrupt change in the measured transition frequencies, which are compatible with a
change of about 24 mT in the magnetic field strength.

4.4.2 Vapor Cell

Having in mind the homogeneity of the magnetic field along the optical axis we opted
against a conventional (glass-blown) spectroscopy cell for this setup. We want to
have a vapor cell that is thin compared to the dimensions of the magnet, so that all
the atoms along the optical axis experience the same field strength. Furthermore,
having a cell with small transverse spatial dimensions as well, allows us to move the
ferromagnetic cores of the electromagnet close together, reaching the configuration
described earlier, where the spacing between the cores is much smaller than their
diameter.

A cell filled with isotopically enriched 87Rb is advantageous for our purposes. Not
only does it contribute to a higher OD for a given temperature at a fixed geometry,
but it also removes the unwanted 85Rb component to which the light could couple
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off-resonantly, leading to noise in the memory setup. Additionally, having a buffer
gas in the vapor cell brings the benefit of localizing the Rb atoms and limiting their
motion from a ballistic to a diffusive one, which will be essential for the operation as
a quantum memory. This strongly reduces the Rb-Rb collisions and leads to less wall
collisions and the consequently induced depolarization of the atoms [233]. Choosing
a low buffer gas pressure (a few tens of mbar), compared to what is commonly
used for atomic clocks in such miniaturized cells, brings these advantages without
excessively broadening the optical transitions.

For the experiments in the HPB regime performed for this thesis I thus used a
micro-fabricated vapor cell, labeled as #106, made by Gaetano Mileti’s group in
Neuchâtel. The cell design was engineered in order to miniaturize atomic clocks
[234] and was also successfully used for microwave imaging experiments [235]. For
the mentioned applications, high buffer gas pressures are usually preferred/required.
Fortunately, in Neuchâtel they also had an old cell with low buffer gas pressure we
could use. The cell is composed of a silicon layer, in which a through hole is etched,
and of two borosilicate plates. For achieving a hermetic seal, the glass is anodically
bonded to the silicon substrate. These cells can be produced in batches on silicon
wafers, but are filled and sealed one by one. A detailed description of the fabrication
process of the cell type used here can be found in [236, 234] while for a more general
review on MEMS cell fabrication I point the reader to [52].

Figure 4.6 shows the front and side view of the vapor cell as well as the confined
space once the cell is placed in the electromagnet. The external size of the cell is
10 × 10 mm2 with a thickness of 3 mm. The etched hole has a diameter of 5 mm
and the internal thickness is 2 mm. The cell is filled with enriched 87Rb of a purity
of ∼ 90% and about 11 mbar of Ar buffer gas (for more details about the reverse
engineering process of determining the cell filling see Appendix C).

Especially for thin vapor cells, anti-relaxation wall coatings are of interest. The
high temperatures of about 300 ◦C and the required voltages of up to kV for anodic
bonding generally destroy these coatings. However, first successes were achieved in
realizing micro-fabricated cells with anti-relaxation wall coatings by using a low-
temperature bonding technique [237]. The utilized thin-film indium bonding tech-
nique only requires temperatures of 140 ◦C, which is low enough not to deteriorate
wall coatings based on organosilanes, such as octadecyltrichlorosilane (OTS). Besides
alkenes and alkanes, organosilanes are known for having good anti-relaxation prop-
erties for alkali metals. This coating is shown to preserve the alkali spin-polarization
for up to 2000 wall collisions, while being more temperature resistant than alkenes
and alkanes, which are too delicate even for the low temperature bonding techniques.
A severe drawback of the kind of cells presented in [237] is that they lose atoms over
time, drastically reducing the ‘lifespan’ of the cell (in the order of weeks) compared
to ones sealed with anodic bonding. However, many low temperature bonding tech-
niques are being researched, as room temperature anodic bonding [238], which may
be compatible with wall coatings and be well suited to produce long-lived hermetic
sealed cells.
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4.4.3 Temperature Control by Laser Heating

According to [130] an OD > 5 is necessary to achieve a maximum total (or inter-
nal) efficiency above 30 % with forward retrieval for the physical process. Using a
2 mm thin vapor cell requires that it be heated up to 100 ◦C in order to reach an
OD of 2.6 on the probe transition for an unpumped vapor. In order to avoid plac-
ing any magnetic materials within the high magnetic field, and due to the spatial
confinement, we refrain from using resistive heating elements. Instead, for heating
the cell we rely on high power infrared lasers and absorptive long-pass filters. This
technique has already been successfully used in micro-fabricated cell devices such as
magnetometers [239] and for frequency-tunable microwave field detectors [240].

We use two low-cost, fiber-pigtailed, multimode lasers (Seminex 4PN-108) emitting
up to 3.3 W each at λ = 1550 nm3. The operating current is provided through
laboratory power supplies (EA-PS 2016-100). For monitoring the laser diodes’ tem-
perature I glued PT100 thermistors to the diode package with thermally conductive
epoxy; the temperature is read out with a digital temperature monitor (Jumo di eco).
To ensure the cooling of the lasers they are mounted on Peltier elements whose hot
side is thermally contacted to a large heatsink cooled by a fan. Additionally, a water
cooler (originally intended for CPUs) is clamped on top of the diode packages to
further cool the devices. The two laser beams are outcoupled on opposite sides of
the vapor cell with diameters slightly larger than the cell’s aperture. Due to the
limited optical access, the beams could not be aligned on the experimental optical
axis. Instead they are incident under an angle, coming up from the bottom (the
setup is enclosed in a black foamboard box to block stray light). The path of the
heating beam sets a limit on how close optical components can be placed to the
cell of about 250 mm on either side4. The vapor cell itself is sandwiched between
two 2 mm thick pieces of RG9 Schott filter glass (see Fig. 4.6(b)). This filter has an
internal transmission of 94.67 % at 780 nm while being highly absorptive at 1550 nm
(nominal transmission only 7.81 %)5. With an emitted power of ∼ 800 mW per heat-
ing laser, the vapor cell reaches a temperature of about 93(1) ◦C. The temperature
control approach presented here can be considered to be ‘brute force’, as it could be
rendered much more efficient. In [239], for example, an interior volume of (1.5 mm)3

is heated to 150 ◦C with only 140 mW using the same technique. To achieve this
efficiency the vapor cell is thermally insulated from the environment by being placed
in a second vacuum.

By directly heating the cell windows with this technique, the build-up of Rb con-
densation on the glass is highly suppressed since they are the hottest spot of the

3For my first measurements I actually used a Seminex 15P-112 laser, the same as in [168]. With
an output of > 4 W the beam was split and distributed below the main optical axis in order to
illuminate the cell from both sides. Finally, when it broke, I chose to replace it with two lasers
in order to reduce the IR optics around the electromagnet.

4Optical components can be precariously mounted from above, but this is not a great idea if
mechanical stability is a concern.

5Data sheet for RG9 Schott filter glass available at https://www.schott.com/shop/
advanced-optics/en/Matt-Filter-Plates/RG9/c/glass-RG9.
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Figure 4.7: Exemplary fit with the software ElecSus to determine the temperature
of the vapor cell. The measured π-polarized spectrum (blue) for a heating laser
current of 2.7 A is shown. The frequency detuning is calibrated with the help of an
absolute atomic frequency reference. In red the calculated spectrum resulting from
the fit with some manual adjustments to best represent the width and depth of the
transmission is shown. The resulting parameters are: T = 97 ◦C, 35 MHz shift and
150 MHz additional broadening induced by the buffer gas, 10 % 85Rb abundance,
BDC = 1.1 T with Bθ = 270◦.

cell. The Rb tends to deposit on the interior silicon layer. The thermalization time
of this heating method for the previously described vapor cell is on the order of ten
minutes.

A minor disadvantage of the RG9 filter glass is its opaque appearance at visible
wavelengths, making the alignment of the laser beams to the cell center harder.
Furthermore, the losses due to the filter glass, given by the high but not unity
‘internal’ transmission at 780 nm and the partial reflection on the filter surfaces, can
become critical when working with single photons as in the scenario of the quantum
memory. While for the proof-of-principle demonstration presented here they might
be acceptable, in the future, optimization possibilities should be investigated, as
e.g. anti-reflection (AR) coating the filters and using index matching gel between
the filter and the cell windows. Ideally, one would fabricate a vapor cell where the
windows are directly made out of the filter glass. An improved setup could also
use a one-sided heating scheme with asymmetric filter thicknesses, where the front
filter glass is thinner and absorbs about 50 % of the heating light and the second
filter absorbs the residual light [239]. In this scenario the filter thicknesses should
be designed such that the same amount of optical power is absorbed by each filter.
This scheme would also reduce the mid-infrared optics to one side of the setup.

For determining the temperature of the vapor we directly interrogate the atoms. To
record unperturbed spectra, we work in the weak probe regime. In order to still
have a good signal to noise ratio for this type of measurement we use a collimated
beam with a diameter of about 1 mm to probe the atoms. A Doppler-free saturation
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Figure 4.8: Calibration of the vapor cell temperature. (a) Atomic temperature
extracted from the ElecSus fits as a function of heating laser current. The data
points are fit with the function f(x) = a(1 − exp(bx)). The uncertainty on the
temperature is estimated to be ±1 ◦C while for the current ±50 mA (b) The Rb
density is modeled according to the equation in [228]. The points correspond to the
densities for the measured temperatures. (c) The OD of the strongest π transition,
computed from the transmission yielded by the ElecSus fit, is represented by the
points. The curve is obtained from the model in (b) exploiting OD ∝ n.

spectrum is recorded in parallel and used as an absolute frequency reference (details
see Appendix D). For the measurements presented in this section a power in the order
of 30 nW < Isat/100 was used. A fraction of the laser beam is picked up before the
vapor cell to be used as a power reference and to correct for frequency dependent
power variations during the scan. The spectra are then fitted with the program
ElecSus [229, 231]. The known cell parameters, as the cell’s length, the shift and
the additional broadening induced by the buffer gas are kept fixed. The first times
we used the 87Rb abundance as a fit parameter, but started to use the obtained value
of about 90 % as fixed parameter since it consistently resulted in good fit results.
Finally, the temperature value was fine-tuned manually to achieve the best match
with the width and the flatness of the absorption curve. In Fig. 4.7 the measured
spectrum for a current of 2.7 A per heating laser can be seen compared to the ElecSus
fit. In ElecSus, the frequency detuning is defined relatively to the center of the line,
weighted by the natural abundance of each isotope. Zero detuning thus corresponds
to νD1

cl = 377 107 407.299 MHz and νD2
cl = 384 230 428.1 MHz respectively [229]. In

order to avoid confusion I adopted this definition for the center of line frequency in
this chapter.

To characterize the laser heating we recorded the transmission spectrum (of the
π-polarized transitions) of the vapor cell at different heating laser currents. The
resulting current dependence of the temperature is plotted in Fig. 4.8(a). The Rb
density (for both isotopes) is modeled via the formula in [228]. Its dependency
with respect to temperature can be seen in Fig. 4.8(b). The unpumped OD for the
strongest π transition (|+1

2 ,+
1
2⟩ ←→ |+

1
2 ,+

1
2⟩) is calculated directly from trans-

mission obtained from the ElecSus model and shown in Fig. 4.8(c). The curve is
obtained from the density curve in (b) by exploiting the proportionality relation be-
tween OD and number density. The points in (b) and (c) are not directly measured
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Figure 4.9: Experimental setup for the absorption spectroscopy measurements.
The light fields are prepared in modular stages and are brought to the experiment
through optical fibers. Probe and control beams are combined on a calcite prism
before the vapor cell and are separated by the same means afterwards. The spectra
are recorded on a PD. The pump is aligned in the counter-propagating direction and
is coupled in through a circulator. The labels S and C represent the fiber connections
for the probe (signal later on) and the control respectively. Used abbreviations:
90:10 – beam sampler with the specified branching ratio; WM – wavelength meter;
PBS – polarizing beam splitter; TA – tapered amplifier; IF – interference filter;
ND – neutral density gradient filter wheel; BP – 780 nm band-pass filter; PD –
photodiode.

experimentally but derived from the temperature values obtained through the fit.

4.4.4 Spectroscopy Setup

The experimental setup used for the measurements presented in this chapter is
sketched in Fig. 4.9. Three main lasers are used for the characterizations presented
here: a probe, a pump, and a control amplified by a tapered amplifier (TA, TApro
780 nm with TA-0780-3000-2 chip). A set of IFs and etalons is set up downstream
of the TA for filtering amplified spontaneous emission (ASE). The spectral cleaning
of the control – indispensable for single-photon operation – will be discussed in
detail in the next chapter (see Section 5.2.4). Towards the end of my work all lasers
used in the setup were DFB diodes. Two models (Eagleyard EYP-DFB-0780-00080-
1500-BFW01-0002 and -0005) were employed. According to the manufacturer’s
specifications they differ in terms of mode-hop free tuning range and linewidth,
being 1500 pm and 2 MHz, and 25 pm and 0.6 MHz, respectively. For the Paschen-
Back measurements presented in this chapter and the memory experiments in the
following one, all the NIR lasers are operated free-running. The huge energy splitting
in a large magnetic field makes it more complicated to lock the frequency of the
lasers (see end of Ch. 5). The DFB lasers can be tuned in frequency by changing
the device’s temperature or its operating current. These lasers have a current tuning
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coefficient of 0.003 nm mA−1. When paired with the digital laser controller (Koheron
CTL200-1-B-200), which has a current resolution of 5 µA, the frequency can be tuned
in steps of about 7 MHz. The temperature tuning coefficient, on the other hand,
is 0.06 nm K−1. Steps of one mK would correspond to frequency differences larger
by almost an order of magnitude. The temperature tuning resolution ultimately
depends also on the temperature stabilization of the DFB diode. For these reasons I
usually rely on a current scan when scanning the laser frequency, considering as well
the faster response time of the laser to current changes, and adjust the temperature
to set the coarse center frequency of the scan. The frequency of the various lasers
can be referenced with a wavelength meter (HighFinesse WS-7) through dedicated
auxiliary fiber ports. A fraction of the probe light is branched off after the laser and
sent to a Doppler-free saturation spectroscopy setup for absolute frequency reference
(see Appendix D). The probe and control beams are combined on an AR coated
polarizing calcite prism, while the pump beam is coupled in through a circulator in
the counter-propagating direction following the control’s path. This configuration
results in the pump and control fields having the same polarization, orthogonal to
that of the probe. The beams are tightly focused on the cell to achieve high control
Rabi frequencies. A neutral density (ND) gradient wheel is used to vary the optical
power of the control beam. The vapor cell, mounted in a custom-made PEEK
holder, is placed in the static magnetic field generated by an electromagnet. It is
heated with a mid-infrared laser and special absorbing filters surrounding the cell.
For detection, a PD with a bandpass filter to suppress ambient light is used after
probe and control beam have been separated by a second polarizing prism.

4.5 Results

The HPB regime has been accurately explored with precise spectroscopic measure-
ments that were successfully compared to theoretical models with minimal deviations
[220, 241, 242]. Several experiments in nm-thick vapor cells have been performed as
well to study the behavior of alkali atoms in high external magnetic fields [223, 232].
In [243] the process of optical pumping in the HPB regime has been modeled and
measured. For the measurements I present in the following, my intent was to famil-
iarize with the high magnetic field regime before starting to implement the quantum
memory, rather than doing precision measurements.

4.5.1 Absorption Spectroscopy

I started by characterizing the absorption spectrum of the vapor cell in the HPB
regime. Figure 4.10(a) shows the D2 line spectrum of the micro-fabricated vapor cell
at 92(1) ◦C in an external magnetic field of 1.06 T. In order to achieve a good SNR,
a collimated beam with a diameter of approximately 1.6 mm was used. The eight
central peaks (blue) correspond to the allowed π-polarized transitions, probed with
a horizontally polarized laser. Of these transitions, the outmost two belong to the
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Figure 4.10: Spectroscopy of the MEMS cell #106 in an external magnetic field
of 1.06 T at a temperature of 92(1) ◦C. Horizontally (blue) and vertically (red)
linearly polarized light in the laboratory frame corresponds to π polarization and
an equal superposition of σ+ and σ− polarization respectively. The (allowed) σ+

(σ−) transitions have a frequency detuning larger (smaller) than zero with respect
to the line center. The strongest forbidden transitions can be identified in the
spectra. The spectrum of a reference cell filled with natural Rb is plotted as black
line to give a sense of scale, its amplitude is scaled arbitrarily. (a) D2 line. (b) D1
line. Note the different ranges of the x-axes.
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mI = +3
2 manifold, while for each step closer to the center of the spectrum the value

of mI decreases by one. The eight transitions (red) with the lowest frequency cor-
respond to the allowed σ− transitions, while those eight with the highest frequency
(red) are the σ+ transitions. These 16 transitions are all driven by the same vertically
polarized probe beam. Furthermore, the strongest singly forbidden transitions can
be identified in the spectrum: both π-polarized, the low frequency σ− and the high
frequency σ+ triplets are visible. The displayed spectrum has been stitched together
from three separate measurements for each laser polarization. Since the depicted
frequency range exceeds the scanning range of the DFB laser that is achievable by
current modulation alone, several measurements at different operating temperatures
have been recorded to cover the whole range. The stitching has been done manu-
ally, since this is the only measurement for which scanning the current alone was
not enough. If necessary, the laser diode controller used for these measurements
(Koheron CTL200-1-B-200) could be programmed over the serial interface to do an
automated stitched scan by changing the current and temperature, instead of using
the simple graphic user interface provided by the manufacturer. Linear horizontal
and vertical polarization have been recorded separately in two steps. The probe
field is highly horizontally polarized by the calcite prism. For recording the vertical
polarization, a half-wave plate is used to rotate the probe’s polarization before the
vapor cell. The spectrum of a reference cell filled with natural Rb, used as an abso-
lute frequency reference (see Appendix D), is shown as black line to give a sense of
scale to the recorded spectrum. To correct for frequency-dependent power variations
of the laser I recorded the transmission of the probe through exactly the same setup
without heating the vapor cell. For the short cell the effect of the atoms is negligi-
ble to a good approximation at room temperature. For the horizontal polarization
this correction worked well, while for the vertical one I additionally modeled the
remaining background with a third-order polynomial for correction. The measured
spectrum is in good qualitative agreement with the computed spectrum and the
work of [220].

The corresponding measurement was performed under the same conditions for the
D1 line as well. Figure 4.10(b) shows the spectrum recorded with a commercial
795 nm DFB laser (TEM Lasy 795). The D1 laser is coupled to the experiment
through the fiber port previously used for the D2 probe. The half-wave plate is
substituted with one for the correct wavelength. The spectrum shows the eight
allowed π-polarized transitions (blue) and the two sets of four transitions for the
σ+ and σ− transitions (red). All the singly forbidden transitions arising from the
residual coupling of the ground state can be seen: two π triplets and one triplet
for each σ polarization. Since the D1 spectrum covers a smaller frequency range it
could be recorded with one scan per polarization. Here the qualitative agreement
with the expectations is good.

From here on the measurements in this chapter will focus on the D2 line, since the
next chapter will describe the implementation of a quantum memory at 780 nm. The
(experimental) advantages of a pump laser on the D1 line revealed themselves only
at the very end of my time in the laboratory (for more details see Section 5.4.1).
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4.5.2 From EIT to Autler-Townes Splitting

EIT has been extensively studied in the absence of external magnetic fields [151].
However, the HPB regime offers the possibility to isolate specific energy levels by
inducing splittings larger than the Doppler broadened lines. To my best knowledge,
only EIT in a ladder- [244] and in a V-scheme between three different fine-structure
levels [245] have been studied in the HPB regime in warm atomic ensembles at the
time of writing. In [246] EIT in a lambda-scheme in warm 85Rb was investigated.
However, with an applied magnetic field of 170 mT I would consider it to be an
intermediate regime rather than the HPB regime.

Recalling Ch. 2, EIT originates from an interference between different atomic tran-
sition pathways. The coherently induced transparency can achieve complete trans-
mission even in the weak control limit. Without this interference the transparency is
simply given by a doublet structure of the absorption profile. In fact, the strong-field
driven interaction leads to the splitting of the energy levels through the dynamical
Stark effect, or dressing. In the so called Autler-Townes (AT) splitting regime the
dressed-state frequency separation is proportional to the control Rabi frequency Ω
[247]. For large Ω the interference becomes negligible [248]. The absorption pro-
file transitions smoothly from one regime to the other. While in the strong-coupling
regime (AT splitting) the transparency arises due to the gap between two resonances
(two separate absorption lines), in the weak-coupling scenario (EIT) the reduction
of absorption originates from the destructive interference of two absorption lines
(difference between a broad and a narrow line) [249, 250].

I studied EIT in a lambda-scheme in the HPB regime because it is of interest for
quantum memories, since the coherence between the states |g⟩ and |s⟩ can be long-
lived when they are chosen to be in the 5 2S1/2 ground state, avoiding to be limited
by any excited state lifetime. Since our goal is to build a broadband memory,
in order to be efficient at storing, the transparency window should be of the same
order as the bandwidth of the photons to be stored. Since the transparency window’s
bandwidth depends on the Rabi frequency Ω, I studied its dependence on the control
field’s power.

We considered a lambda-scheme within the mI = +3
2 manifold where the probe and

control fields have orthogonal polarizations in the lab frame (see Figure 4.11(b)).
The amplified control laser is tuned to the σ+ transition which couples to the
|mJ = −1

2 ,mI = +3
2⟩ state of the 5 2S1/2 term, while the probe closes the lambda-

scheme through the π-polarized transition coupling to the stretched state. For this
measurement the probe was scanned over all π transitions and had a power of tens
of µW. The optical power of the control field is successively increased by turning
an ND gradient wheel filter in order to analyze the transition from EIT to AT split-
ting and observe the increasing bandwidth of the transparency window. In order
to achieve the spatial overlap crucial for EIT, I coupled both the probe and control
beams into the same auxiliary PM fiber positioned after the vapor cell as an align-
ment aid. For this measurement the atoms were heated to approximately 90 ◦C and
a static magnetic field of about 1.2 T was applied.
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Figure 4.11: (a) Measured absorption of the probe beam as a function of the
probe detuning for different control powers. The transition from the EIT to the
AT regime can be observed. The maximum width of the splitting is approximately
2π × 1 GHz. The dashed curve shows the square root model obtained from panel
(c) centered around the bare transition frequency. The horizontal lines represent
the control power for which the data were measured. An alternative representation
of these data is shown in Fig. E.1. (b) Level scheme for EIT in lambda-system.
With higher Rabi frequency the off-resonant coupling of the control to the other
mJ = −1

2 ground state can be observed in the spectrum (a) (see text). (c) Width
of the transparency window as a function of the applied optical power. The data
are fitted with a square root model. The shaded area represents the 95 % confidence
interval of the plot.
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Figure 4.11(a) shows the spectra for various control powers. For the lowest control
power, the state it addresses already appears to be depleted. This is recognizable
by the missing resonance on the far right of the spectrum. Its population is pumped
into the stretched state. A narrow transparency window appears when the probe
frequency is resonant to the second leg of the lambda scheme. When the control
power is increased, this transparency window starts getting broader. The transi-
tion from EIT to AT splitting can be observed: the narrow transparency window
evolves into two distinctly separate peaks. At the maximal power of 496(15) mW
the transparency window reaches a width of about 2π × 1 GHz, which corresponds
to the control Rabi frequency. It can also be noted that the control field starts to
off-resonantly pump the adjacent ground state levels in the mJ = −1

2 multiplet to a
significant degree. For control powers > 150 mW the second resonance from the right
vanishes as well. Furthermore, additional sub-Doppler wide features start appearing
in the spectrum with increasing power. Most prominent are three (approximately)
equispaced peaks. These features originate from the control field off-resonantly
dressing the excited states with mJ = +1

2 , which is further investigated in the next
section. In the AT regime the frequency splitting, defined as the difference between
the two maxima, corresponds to the control Rabi frequency Ωc [247]. The Rabi
frequency is a linear function of the electric field and can therefore be written as
Ωc ∝

√
P , where P is the power of the control field [251]. Figure 4.11(c) shows

the splitting as a function of the optical power fitted with a square root function.
The model obtained from the fit is plotted as well in panel (a) as a dashed line. In
the EIT regime the frequency splitting scales as the square of the Rabi frequency.
Probably, the lowest control power levels used, corresponding to Ω ≈ 2π×135 MHz,
are already too high to see this behavior in the measured data.

Avoided Crossings In order to identify the origin of the higher order features ob-
served in the previous measurement, I analyzed their frequency dependence. With
the same experimental parameters as in the previous measurement, choosing al-
most the maximum control Rabi frequency (about 2π × 950 MHz corresponding to
485 mW), the control detuning was scanned over several GHz around the resonance
frequency. The control frequency was measured with the wavelength meter. The
resulting spectra are plotted in Fig. 4.12. The analyzed sub-Doppler peaks are part
of avoided crossings (or anti-crossings), a typical signature of dressed states when
the fields are detuned [247]. For zero control detuning the scenario of Fig. 4.11
is reproduced. The dressed states are at their minimum splitting for this control
frequency. By detuning the control from the transition frequency, the splitting in-
creases. In the asymptotic limit the larger peak of the doublet is located at the
bare transition frequency to |e,N⟩, here corresponding to the π transition coupling
to the stretched state. The smaller peak, on the other hand, is asymptotically de-
scribed by a line with slope 1 tending towards the energy of the uncoupled state
|g,N + 1⟩. The amplitude of this secondary peak decreases for increasing control
detuning. In the chosen control detuning range the control field becomes resonant
with three out of four σ+ transitions coupling to the ground state mJ = −1

2 mani-
fold, closing the lambda-scheme with the scanned probe. In the figure we can thus
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Figure 4.12: Measured absorption of the probe beam as a function of the probe
detuning for different control detunings. Driving the atoms with almost the maxi-
mum control power results in dressed states. The structure of three avoided cross-
ings can be observed, while the tail of a fourth one is recognizable. The detuning
of the control frequency is chosen with respect to the σ+ transition coupling to the
|mJ = −1

2 , mI = +3
2⟩ ground state. An alternative representation of these data is

shown in Fig. E.2.

identify three avoided crossings and spot the asymptotic tail of the fourth one. For
further red detuning of the control frequency the same behavior is expected for the
transitions from the mJ = +1

2 ground states. At the given power, the control laser
can off-resonantly dress all four mJ = +1

2 excited states simultaneously.

The dashed lines in the figure model the frequency of the coupled |ϕ+⟩ and |ϕ−⟩
states as a function of the detunings. Each avoided crossing is modeled as an ideal
three-level system by [247]

∆± = 1
2∆c ±

1
2
√

∆2
c + Ω2

c (4.9)

describing the two branches of a hyperbola. The minimum splitting is achieved
when the control field is tuned to resonance to the bare transition and is equal to
Ωc. In the model, I used a value Ωc = 2π × 950 MHz, and along the horizontal axis
the hyperbolas are centered around the unperturbed transition frequencies of the
probe. The y offset is adjusted to give the best overlap. While the horizontal axis
is calibrated with a reference spectroscopy, it can be seen that the model curves
and the data diverge on the low-frequency end of the axis. This behavior can be
attributed to a non-linear scan of the probe laser, since all transitions used for the
calibration are close to the center of the horizontal axis.
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4 Atomic Vapor in the Hyperfine Paschen-Back Regime

4.5.3 Polarizing the Nuclear Spin

For the quantum memory experiments described in Chapter 5 it is of paramount
importance to prepare the initial atomic state in order to suppress spurious pro-
cesses. Preferably, all atoms should be in the same state, with our target being
the stretched state. Considering only allowed optical transitions, however, it is only
possible to optically pump within one mI manifold, since the optical transitions
don’t couple to the nuclear spin. If we assume a thermal distribution, with equal
population in all eight ground states, only one quarter of the total number of atoms
will be available. For a proof-of-principle demonstration this approach might be suf-
ficient. Given the dependency of the storage efficiency on the OD, however, a more
elaborated pumping scheme including all ground states should be investigated.

Another possibility that could be explored is using microwaves for preparing the
initial atomic state. The strength of the microwave transitions inducing a change
in the nuclear spin also decrease with a stronger applied field [168]. This sets the
requirement for high microwave power levels. For the transitions between mJ = −1

2
and mJ = +1

2 ground states, this could pose a technical difficulty, as the required
frequencies at the considered magnetic field strength are in the range of 25 – 35 GHz.
For the transitions within one mJ manifold, where finding suited amplifiers should be
no problem, an open question is whether these transitions can be driven individually
or not, since the frequency differences are small. The use of microwaves for state
preparation could be interesting, but has not been further investigated in the context
of this work.

By optically pumping along an allowed transition, the population of the depleted
ground level is transferred to the corresponding, other mJ -valued ground state within
the same mI manifold. Figure 4.15(a) shows such a pumped spectrum. For CW
pumping, the |mJ = −1

2 ,mI = +3
2⟩ sublevel is fully depleted and mI is conserved. In

addition, the pump field couples off-resonantly to the adjacent level, weakly pumping
that as well. I will go into more detail about the allowed state preparation in the
next chapter. In Section 5.2.5 I will estimate the efficiency of the optical pumping
process within one mI manifold with a pump-probe experiment determining the
atomic polarization.

In the calculated D2 spectrum (see Fig. 4.4), we can identify the six triplets of singly
forbidden transitions. Our main interest in these transitions is to drive them in
order to help us pump the nuclear spin of the atoms. The two π polarized transition
triplets have the strongest transition strengths. However, their frequencies overlap
with those of other transitions. In order to avoid possible issues with driving some
other transitions, even if they have the wrong polarization, I opted not to work with
these transitions. The transition strength of the inner σ+ and σ− is so weak that
they do not appear in the measured spectrum (see Fig. 4.10). This leaves the two
outermost triplets in the spectrum for further investigation. For convenience I will
number these transitions from 1 to 6 in the order of increasing frequency (as labeled
in Fig. 4.4).
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Figure 4.13: Pumping the nuclear spin by driving singly forbidden transitions.
The measured spectra of the eight π-polarized transitions are recorded while the
atoms are being continuously pumped. The pump frequency was tuned to be on
resonance with the outmost forbidden transitions. The left-hand side plots (blue)
show pumping on the σ− transitions labeled 1 to 3, while the plots on the right-
hand side (red) on the σ+ transitions 4 to 6. The same nomenclature as in Fig. 4.4
is used to label the pump transitions. Some artifacts (three small recurring peaks)
originating from the I/O card used for the EOM lock (see next chapter), set to
full transmission here, are visible. The background is modeled as a third-order
polynomial and corrected for.
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4 Atomic Vapor in the Hyperfine Paschen-Back Regime

In order to experimentally test whether it is feasible to polarize the nuclear spin by
optical pumping with the available optical power, I performed a spectroscopy while
the atoms where being continuously pumped. While the probe laser was scanning
over all eight allowed π transitions, the pump laser was successively tuned to the
forbidden σ+ and σ− transitions 1 to 6. The panels in Fig. 4.13 show the signal
detected on the PD. The numbering of the panels corresponds to the forbidden
transition that was driven by the pump light. We observe that the ground state
level addressed by the pump is, as expected, highly depleted therefore rendering the
vapor cell almost fully transmissive at the corresponding frequency. The pumped
population appears to populate both states of the target mI manifold. This man-
ifests itself in the spectroscopy as increased absorption in peaks 1 and 8, 2 and
7, 3 and 6, or 4 and 5 respectively. The addressed excited state, however, has a
total electronic angular momentum mJ = ±3

2 (for σ±-polarized forbidden pump)
and thus cannot decay into both ground states. This suggests that the atoms are
redistributed between the electron spin states by collisions. The forbidden pumping
process is slower than the lifetime of the mJ states, but faster than the mI lifetime.
The nuclear polarization being longer lived than the rate at which the atoms are
forbiddenly pumped opens up the possibility for optically pumping all the atoms
into a single state.

This result motivated me to try to combine different allowed and singly forbidden
transitions for pumping. With the memory experiment in mind, the desired initial
atomic state would be the stretched ground state |mJ = +3

2 ,mI = +3
2⟩. By using

the forbidden σ− transitions with ∆mI = +1 (1 to 3) while simultaneously depleting
the mJ = −1

2 states through allowed transitions, it should be possible, at least in
principle, to fully transfer the atomic population into the desired target state.

In order to avoid unwanted coherences between the various required light fields, and
in the worst case pump the atoms into some dark state, I decided not to use a phase
modulator to generate sidebands for driving several transitions with only one laser.
The recent developments in semiconductor lasers and their availability at the Rb
wavelengths, as well as their affordability and the ready-to-use butterfly packag-
ing, make us consider using one dedicated laser for driving each single transition.
Especially, when paired with digital controllers for butterfly laser diodes (Koheron
CTL200-1-B-200) the price and the footprint of the whole laser package is signifi-
cantly reduced. By using fiber pigtailed butterfly diodes one could even eliminate
the whole laser assembly from the optical table, freeing valuable space for the actual
experiment.

Therefore, I decided to test this pumping scheme as far as possible with the lasers
we had available in the laboratory. The pump laser was tuned to the allowed σ+

transition coupling to the |mJ = −1
2 ,mI = +3

2⟩ ground state. I installed two further
DFB butterfly lasers acting as forbidden pump and mI = +1

2 -pump respectively.
They were aligned to the main pump beam under a small angle using D-shaped
mirrors. The forbidden pump was tuned to the frequency of the singly forbidden
σ− transition coupling to the |mJ = +1

2 ,mI = +1
2⟩ sublevel (1 from before), with

the scope of transferring the atomic population from the mI = +1
2 to the mI = +3

2
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Figure 4.14: Energy-level diagram depicting the optical pumping scheme. Two
σ+ polarized lasers are used to pump the mI = +1

2 and mI = +3
2 ground state

manifolds into the respective mJ = +1
2 state. A forbidden σ− transition is used to

(partially) polarize the nuclear spin. Allowed transitions are represented as solid
lines, while forbidden ones as dashed lines. Undulated lines represent radiative
decay channels. The color of the transitions identifies the polarization.

manifold. Simultaneously, the mI = +1
2 -pump, driving the allowed σ+ polarized

transition coupling to the |mJ = −1
2 ,mI = +1

2⟩ ground state, repopulates the state
addressed by the forbidden pump. The pump scheme is visualized in the energy
scheme in Fig. 4.14. All three pump lasers utilized for this measurement were
operated at an optical power of 20 mW. Even though the DFB lasers could provide a
maximum output power of about 100 mW, the selected power limit was chosen to be
compatible with the optical switches used for the quantum memory implementation
(see next chapter). For this measurement, the probe laser was again scanned over
the allowed π-polarized transitions.

Figure 4.15 shows the spectra of different pumping scenarios (red) building up to the
scheme just described. All panels include a reference trace of the unpumped vapor
(blue) for comparison. Panel (a) shows the pumped spectra for the scenario in which
only one of the pumping lasers is turned on. One can see that the corresponding
ground state is depleted. In the panel (b) the interplay between any two of the
three pump lasers is analyzed. Finally, Fig. 4.15(c) shows the interplay of all three
pump lasers together. To correct for frequency dependencies of the emitted laser
power, I fitted the background of the unpumped spectrum with a second-order
polynomial which I then used to correct all shown traces. The green curve in panel
(b) shows that the use of the forbidden pump already increases the absorption of
the stretched state. The strongest absorption of the target state is achieved in panel
(c). However, the absorption of the ground state |mJ = +1

2 ,mI = +1
2⟩, addressed

by the forbidden pump, seems unchanged. The same behavior is already visible in
the red trace in panel (b). This data corresponds to the scenario where the two
pump lasers only address atoms initially with mI = +1

2 . This indicates the presence
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4 Atomic Vapor in the Hyperfine Paschen-Back Regime

of a non-radiative spin relaxation process, e.g., wall collisions, competing with the
nuclear spin pumping and transferring atoms back to mI = +1

2 . From the recorded
spectra the |mJ = −1

2 ,mI = +1
2⟩ ground state appears to be depleted, while for

|mJ = +1
2 ,mI = +1

2⟩ no significant difference with respect to the reference curve can
be identified. It can thus be estimated that 50% of the atomic population is moved
from mI = +1

2 to mI = +3
2 . The presented pumping scheme can be extended to all

ground states. First, each mI manifold is pumped into the respective mJ = +1
2 state.

Subsequently, forbidden pump lasers are used to transfer the atomic population to
higher mI values. Assuming each manifold can be half depleted, and under the same
experimental conditions, it should be possible to achieve a total atomic polarization
of 15

32 , despite the isolation of nuclear states from one another.

A natural follow-up of this experiment would be to investigate how the atomic
ensemble reacts to different power ratios between the pump lasers.
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Figure 4.15: Combined optical pumping scheme involving allowed and singly for-
bidden transitions. The applied magnetic field was approximately 1.06 T. The
unpumped spectra are shown in blue for comparison. The background of the un-
pumped spectrum is modeled by a second-order polynomial and is used to correct
all plotted traces. (a) The effect of a single pump laser is shown, either: pumping
along the allowed σ+ transition (red), or: the forbidden pump drives the forbidden
σ− transition (green), or: the mI = +1

2 -pump drives the allowed σ+ transition
(black). (b) The combined effect of two lasers is shown. The forbidden pump and
the mI = +1

2 -pump are shown in red, while the pump in combination with the
forbidden pump is depicted in green. The effect of the pump and mI = +1

2 -pump
is shown in black. (c) All three lasers, as shown in the scheme of Fig. 4.14, are
used for pumping.
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5 Quantum Memory in the HPB Regime

The first of the two approaches we pursue in our laboratory to isolate a clean three-
level system for realizing a quantum memory is to exploit the HPB regime. The
quantum memory scheme presented here works and is implemented on the D2 line of
87Rb. Corresponding approximately to the wavelength used to read and write CDs,
this wavelength has the advantage that semiconductor lasers are easily available
and cheap due to the industrial development. Furthermore, GaAs QDs emitting at
780 nm with excellent single photon characteristics have already been demonstrated
(see Ch. 2). A further motivation for exploring the HPB regime is that the band-
width of the photons an EIT memory can store is physically limited by the splitting
between the two involved ground states. At zero applied magnetic field 87Rb has a
ground-state splitting of 6.8 GHz allowing for the storage of quantum dot photons
with a bandwidth of about 1 GHz. Placing a quantum dot in a microcavity to en-
hance its extraction efficiency, broadens the emitted photon’s bandwidth through
the Purcell effect. For Purcell enhancement factors of over 10, end-to-end efficiencies
of 57 % have been achieved [63]. However, the generated photons become too broad
for a ‘standard’ Rb quantum memory. By operating a memory in the HPB regime
the ground state splitting can be increased, shifting the bottleneck for the maximal
bandwidth to the control pulse peak power and duration.

In this chapter I present the implementation of a broadband HPB quantum memory
in a hot Rb vapor in a micro-fabricated vapor cell. As a proof-of-principle experiment
and for exploring the vast interdependent parameter space in the attempt to find
an optimal working point I first tested/operated the quantum memory with weak
coherent pulses (WCPs). These results are published in [65]. At the beginning of
this project it was not clear whether such a thin vapor cell would be at all suited
for implementing a quantum memory. During the last weeks in the laboratory,
before I started writing this thesis, motivated by the promising results achieved with
the attenuated laser pulses, I performed first interfacing experiments of the HPB
memory with the SPDC source presented in Ch. 3. For these experiments Gianni
Buser helped me out by operating the heralded photon source and in general he
assisted me in finding good operational parameters for the memory. First promising
results were obtained, but the measured SNR were not yet high enough to show a
non-classical retrieval signature. Improvements to the memory are ongoing while I
am writing.
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5.1 Memory Scheme in the HPB Regime

The HPB regime allows for the engineering of near-ideal multi-level systems in warm
atomic ensembles. So far, non-degenerate three-level (such as ladder- [244] and
V-scheme EIT [245]) and four-level systems (for a diamond FWM scheme [252])
between different electronic states were isolated to simplify the study and modeling
of the atom-light interaction in these systems. In what is, to my best knowledge,
a novel approach to quantum storage, in this thesis I present a lambda system,
isolated exploiting the HPB regime, with both ‘legs’ resonant to transitions between
the same two electronic states. Through the large energy splittings of the atomic
sublevels, compared to the optical linewidth of the broadened hot vapor, and the
decoupling of the nuclear spin I from the total angular momentum of the electron
J, it is possible to optically address single atomic sublevels in a Doppler-broadened
vapor. Such a degree of control is otherwise only possible in ultracold atomic systems
at the expense of a much higher experimental complexity. The decoupling of I and
J allows us to consider, to the first order, a single mI manifold for the memory
scheme, given that optical transitions don’t couple to the nuclear spin.

When choosing the atomic sublevels for composing the lambda-scheme, the tran-
sitions strengths, the polarizations, and the energy splittings should be taken into
account. Furthermore, it is advantageous to choose a stretched state as ground state
|g⟩. If all atoms are initially prepared with a fully aligned spin they cannot undergo
spin-exchange collisions due to conservation of angular momentum. This technique
works for arbitrary magnetic field strength, but cannot completely eliminate this
type of relaxation mechanism [253].

For this reason we choose |g⟩ = |mJ = +1
2 ,mI = +3

2⟩ as the state to initially pre-
pare the atoms into and consequently |s⟩ = |mJ = −1

2 ,mI = +3
2⟩ as the second

ground state. These two ground states are both coupled through the excited state
|e⟩ = |m′

J = +1
2 ,m

′
I = +3

2⟩ of the 5 2P3/2 term, completing the lambda-scheme. The
second stretched state, |mJ = −1

2 ,mI = −3
2⟩ would also be a valid choice for |g⟩:

the transitions strengths and the detunings to other transitions are similar to the
system we chose, the ground-state splitting, however, is about 10 GHz smaller.

I chose to have the signal resonant to the π-polarized transition coupling to |g⟩, in
order to have the higher transition strength on the single photon signal leg of the
lambda, whereas the (weaker) σ+ transition is addressed by the amplified control
beam. By working in the mI = +3

2 manifold we take advantage of the largest
energy splittings. The transitions involved in the memory scheme can be seen in
the level scheme in Fig. 5.1. Operating the memory at a slight detuning ∆ from the
excited state |e⟩, while maintaining signal and control in two-photon resonance, can
be advantageous for discriminating noise at the natural atomic frequency.

The (partial) atomic state preparation is done with a dedicated pump laser on the
same transition addressed by the control. A major consideration for the experi-
ment design is to have a pump with the same polarization as the control so that
it can be added to the control’s optical path, avoiding to add any further optics
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Figure 5.1: Memory scheme in the HPB regime. Ideally, all the atoms are prepared
into one nuclear spin manifold. The stretched state is chosen to be |g⟩. The signal
transition is chosen to be π polarized for the higher transition strength. The memory
is operated with a red-detuning ∆ from |e⟩ to be further detuned from the adjacent
π polarized transition, while keeping two photon resonance. The shared coherent
excitation mapped onto the atoms is split between the two mJ ground states of one
mI manifold.

to the signal arm. The σ− polarized transition coupling to |s⟩ is not suited for
pumping, since, although being the stronger transition, the addressed excited level
does not decay into |g⟩. We also used the σ− forbidden transition coupling to the
|mJ = +1

2 ,mI = +1
2⟩ ground state (see Section 4.5.3) to further increase the OD on

the signal transition.

5.2 Implementation with Weak Coherent Pulses

The parameter space of a hot vapor quantum memory is vast and interdependent.
Before jumping directly into it with probabilistic single photons, it is recommendable
to start with WCPs to find a good working point, and particularly in this scenario,
to prove the feasibility of using such a short vapor cell as a quantum memory.

From the Zeeman memory we have learned how challenging it can be to switch
from a deterministic mode of operation, as with WCPs, to a probabilistic one. For
this reason I decided to directly set up the HPB memory so that it could react to
an external trigger, even though the memory was first tested with attenuated laser
pulses, which are deterministic. This way only little changes need to be performed
to the setup for switching to a probabilistic source. The requirements a reactive
memory implies for the insertion delay and switching times will be discussed later,
when I describe the storage of SPDC photons.
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I used exactly the same devices for the quantum memory described in this chapter
as were used for [29], as they demonstrated to be well suited for building a reactive
memory. The only exceptions are the arbitrary waveform generators (AWGs), where
I used the hardware-upgraded version of the same model, and the single-photon
detectors – an upgrade worth its own section later on. For a detailed account of the
jitter contribution of electronic components, I redirect the reader to Ref. [254]. The
main contribution to the jitter budget in that scenario was the SPAD.

The experiments described here are triggered by a digital delay generator (DDG),
and not by a detector click. This leaves us with the jitter of the electronics and
the EOMs which is small enough to not significantly affect the efficiency of the
storage process. Jitter on the electronics triggering the control pulse generation has
a negative effect on the efficiency of the storage process since it affects the time
alignment of signal and control pulse.

All the lasers used for this experiment are CW DFB diodes. They are free running
without any feedback on their frequency. Given the short duration of the exper-
imental cycles, the frequency stability of a free running diode laser has proven to
be sufficient. Using saturation spectroscopy in a reference cell to tune a laser to a
specific transition, as is usually done in a no-field scenario, would be only possible
if the reference cell itself was in the high magnetic field. Due to the geometric con-
straints, however, this was not an option in the described setup. For this reason,
each laser has an auxiliary fiber link for measuring its frequency with a precise wave-
length meter (HighFinesse WS-7). The frequencies are monitored throughout the
experimental sequence, prioritizing the signal and control frequencies, and adjusted
if necessary.

The experimental setup can be divided into different modules: the electronic logical
pulses, the signal, the control, the atomic state preparation, the vapor cell comprising
the core of the memory, the filter stage, and finally the detection stage. In the
following sections I will focus on each single building block, explaining how they are
implemented in this work and what their requirements are. The complete setup is
sketched in Fig. 5.2.

5.2.1 Logical Trigger and Follower Pulses

For the generation of the logical signals used to time the experimental sequence we
rely on the Highland Technology T564 digital delay- and pulse-train generator. This
DDG impresses with its 20 ns short insertion delay and a RMS jitter of < 35 ps for
an external trigger. It has a temporal resolution of 10 ps. The maximum repetition
rate frep is determined by the duration of the programmed pattern t, with frep =
(t+ 60 ns)−1 which only marginally affects the experiment rate. Furthermore, it can
be operated in train mode where the DDG repeats the output of one or all channels
after the programmed sequence has ended. The number of repetitions can be freely
chosen by the user. The delay between the repetitions can be set to an integer
multiple of 20 ns with a minimum delay of 60 ns.
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The 4 channels of one device do not suffice for the generation of the logical signals
required for the storage and retrieval sequence. Therefore we use two DDGs. When
storing WCPs, the first DDG is triggered by its internal DDS synthesizer. This
first device triggers the most time sensitive tasks: it switches off the pump beams
by sending follower pulses to corresponding optical switches and triggers the gen-
eration of the WCP at the single photon level. Furthermore, it triggers the second
DDG which relays the trigger to the control-pulse AWG, the time-tagger and a fast
oscilloscope used to monitor the control pulse shape.

5.2.2 Optical Pulse Generation

For the operation of the broadband memory we need to be able to generate optical
pulses with temporal widths of single ns. These pulses constitute our proxy signal
and the control pulses responsible for writing and reading out the single photons
to/from the memory. These pulses are first generated electrically with an AWG and
then ‘carved’ into a CW laser field with an electro-optic amplitude modulator.

Arbitrary Waveform Generator The electronic pulse for driving the amplitude
modulator is generated with a PicoQuant PPG512: an AWG designed to drive fast
EOMs. It is composed of a programmable DAC and an amplifier and generates
electrical pulse patterns that can be repeated in cyclic sequence. A 512 byte pattern
with an 8 bit resolution can be programmed into the device’s high-speed internal
memory. This pattern is read out at 5 GS/s, resulting in 200 ps duration per byte
and a total record length of 102.4 ns. The AWG has an insertion delay on the order
of 10 ns. The specification of the jitter to one sample by the manufacturer is rather
conservative. GB has measured it to be < 100 ps [254]. The output amplitude
can be set between 0 and 12 V. For these experiments I used the revised hardware
version of these devices, which has no limitations on the pulse length, other than
the record length.

The pattern can either be played as a loop or it can be started and stopped by
external trigger signals. The AWG has two modes of operation: 1) the ‘reset’ mode
in which the device is free running and continuously repeats the programmed pattern
for a low voltage trigger input (or no input at all). While for a high voltage trigger
input, the output is interrupted at the current byte. 2) the ‘OP’ mode in which a
low-level signal stops the output once the current sequence is finished and the last
byte is read. We operate our AWGs in reset mode.

Unlike the prior hardware version, the two AWGs used in this setup do not have an
incorporated bias-tee. To apply a voltage offset, an external bias-tee (Mini-Circuits
ZX85-12G-S+) is used. This bias-tee was provided by the PPG manufacturer, after
they made sure that the quality of the output pulses stayed unaltered. Since bias-tees
act as high-pass filter, the concern was that long pulses would get strongly attenuated
and distorted. For 50 ns long pulses no significant attenuation or distortion was
observed.
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The AWG can be programmed via a computer. Since the software provided by the
manufacturer for the second-generation PPGs apparently is not compatible with
our system, I wrote my own Matlab communication routine. The script creates
the desired pattern, converts it to 8 bit hexadecimal and adds the necessary CRC
(cyclic redundancy check) checksum before sending it to the device via serial over
USB communication.

Electro-optic Amplitude Modulator Integrated EOMs are widespread in the
field of optical telecommunications and in the last decade they have become available
also for near-infrared (and visible) light. The advantages of integrated modulators
are their compact size, the fiber-coupling, the fast response allowing for high mod-
ulation frequencies (up to GHz) and significantly lower voltage requirements than
their bulk counterparts. They allow for modulation and creation of short optical
pulses in the near-infrared.

The working principle of EOMs relies on the Pockels-effect, a second-order nonlinear
process that describes the change of refractive index of a material when an external
electric field is applied. Through a controlled change of the refractive index of the
waveguide, the phase of the light traveling through it can be modified. Usually,
this kind of modulator consists of a crystal sandwiched between two electrodes
to which a voltage is applied. Lithium niobate (LiNbO3 or LN) is the preferred
material for optical-integrated modulators since it combines the necessary second-
order nonlinearity with the material properties needed for waveguide fabrication.

Amplitude modulation can be achieved by inserting a phase modulator into the arm
of a Mach-Zehnder interferometer. An applied voltage results in a phase difference
between the two interferometer branches, leading to interference when recombining
the arms, inducing a change in the optical output power. In order to turn the
transmission of the amplitude modulator from on to off, or vice versa, the voltage
Vπ, corresponding to a phase difference of π between the two interferometer arms, is
needed. Placing the electrodes of the modulator in both interferometer arms with
opposite polarity, the so called push-pull configuration, allows halving the required
voltage. The optical power after the modulator is described by the transfer function
[255]

P = Pmin + (Pmax − Pmin)
(

1
2 cos

(
π(V − V0)

Vπ

)
+ 1

2

)
. (5.1)

Here V0 is the closest voltage to zero for which maximal transmission is reached. The
devices are fabricated trying to reach the maximum transmission at V0 = 0, however,
in practice deviations from this target value need to be controlled by applying a bias
voltage. In order to generate pulses with such an amplitude modulator, a DC voltage
of V = V0±Vπ needs to be applied for maximal suppression. At the desired point in
time a voltage pulse is generated by the AWG and is mixed with the bias voltage.
The applied voltage pulses are slightly distorted by the EOM transfer function,
which can be compensated through the programmed shape if necessary.
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The half-wave voltage Vπ depends on the repetition rate of the applied pulse pattern.
When adjusting the amplitude of the programmed voltage pulse, it is advisable to
monitor the optical output while adjusting the maximum voltage. In agreement
with the transfer function of the modulator, a double peaked optical output can be
observed if the chosen voltage is too high. In this scenario, the maximum voltage
creates a dip in the center of the pulse, since it is already on the falling edge of the
transfer function.

In our quantum memory experiments we use fiber-coupled amplitude EOMs from
Jenoptik (AM785) for the pulse-shaping. They reach a specified extinction ratio
of around 30 dB. Due to the optical damage threshold the modulator tolerates a
maximal CW optical power of 50 mW. A low optical input power is nevertheless
preferable for a more stable operation of the device. The maximum RF voltages are
±15 V.

Unfortunately, the V0 of EOMs tends to drift. Several factors contribute to this
drift, one of which is temperature fluctuations caused externally or internally, for
example due to the RF signals and optical power heating up the device. These drifts
can be partially compensated [256], for a reliable operation of the modulators on the
time scales of interest, however, we opt for active feedback on the bias voltage.

Locking the EOM The operation point of an EOM can be stabilized through
feedback on the bias voltage. In our quantum memory experiments the EOMs are
used to generate the signal and control pulses, which are only a few ns long. Most
of the time, corresponding to the state preparation which occurs before each storage
attempt, the EOMs should maximally suppress the transmission. The generated
pulses are short in comparison to the temporal duration of the experimental cycle
which is in the order of µs. This low duty cycle allows for locking the EOMs to
minimal transmission. For this purpose feedback reacting to slow drifts, averaging
out the short pulses, is desired.

In this experimental setup a beam sampler picks off a small fraction of the output of
the EOM which is then detected by an amplified PD with switchable gain (Thorlabs
PDA36A2). The gain is chosen to best exploit the whole dynamic range of the PD
without saturating it. To make the lock less sensitive to stray and ambient light
a lens tube with a long-pass filter (cutoff wavelength 700 nm) is mounted on the
PD. The PD signal is sent to the breakout box (NI BNC-2090A) of a computer
integrated multifunction I/O card (NI PCIe-6363). A LabVIEW routine based on
lock-in techniques processes the input and digitally determines the best bias voltage.
To compensate the slow drifts of the EOM’s working point kHz lock-in frequencies
suffice.

Eventually, the bias voltage necessary to compensate the drift reaches the maximum
rating of the modulator. In this case, the LabVIEW routine automatically performs
a jump of 2Vπ towards zero. We refer to these jumps as ‘turnovers’. The timescale
at which these turnovers occur depends on the incident power on the modulators.
Attenuating the beams before the EOM reduces the frequency of the turnovers so
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that they usually do not occur within the chosen integration times. The locking
parameters are optimized by aiming at maximum suppression while at the same
time making sure that the modulator automatically re-locks after a turnover.

The output of the I/O card is sent through an amplifier (aim TTi WA301), which
is used solely for impedance matching. Subsequently, the bias voltage is combined
on a bias-tee with the pulse generated by the AWG before reaching the EOM. The
cable length between the devices is kept as short as possible in order to keep the
response time of the overall pulse generation process short.

The presented technique for the generation of short optical pulses is applied to both
the signal and control generation. Once the pulses are generated, they need to be
attenuated to the single-photon level or amplified in order to fulfill their respective
task.

5.2.3 Weak Coherent Pulse Generation

The topmost box labeled as ‘signal’ in Fig. 5.2 shows the experimental setup used
for the generation and calibration to single-photon level of the signal pulses. For the
generation of our signal pulses a DFB laser diode emitting in CW on the D2 line is
used. A beam sampler picks up a small fraction of the beam right after the laser
for auxiliary purposes such as monitoring the emitted frequency on a wavelength
meter (HighFinesse WS-7). A second pick-up leads to a Doppler-free saturation
spectroscopy setup used as an absolute frequency reference when determining the
vapor cell temperature or magnetic field strength through spectroscopy of the mem-
ory (see Section 4.4.3). The rest of the light is sent through an amplitude EOM
which carves the programmed signal shape out of the CW light, as described in the
previous section.

As a proxy signal, I chose to generate pulses that resemble the temporal shape of
the signal photons emitted by the SPDC source as closely as possible. By doing
so, this experiment represents a fair test-bed for later experiments conducted with
actual single photons. I recorded the temporal shape of the optical pulses with
the single-photon detector and compared it to the cross-correlation g

(2)
s,i (τ) of the

SPDC source, which corresponds to the temporal profile of the heralded photons.
It is important to bypass the signal filter stage for this measurement, since the
etalons would broaden the pulse in the time domain. I programmed the electrical
pulse as a bilateral exponential function and varied its time constants by trial and
error until the measured optical signal reached a satisfactory similarity with the
cross-correlation. By programming a pulse with an exponentially rising edge with a
1/4 time constant of τ rising

1/4 = 2 ns and an exponentially decaying edge with τ falling
1/4 =

0.75 ns a satisfactory similarity between the generated optical pulse and the targeted
shape is achieved. Converted to more conventional quantities, as 1/e time constants,
the values are τ rising ≈ 1.44 ns and τ falling ≈ 0.54 ns respectively. In Fig. 5.3 the
programmed electronic pulse is compared to the pulse after applying the transfer
function of the EOM as modeled by Eq. (5.1) and to the resulting temporal shape
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Figure 5.2: Sketch of the experimental setup of the HPB memory operated with
WCPs. The dashed boxes in the top half show the preparation stages for the signal,
the control, and the pump pulses. Detailed descriptions of these preparation stages
can be found in the main text. The heart of the quantum memory setup is shown in
the lower part of the figure. Light gray devices and connections represent the path of
the logical trigger and follower pulses that control the memory. Abbreviations: PBS
– polarizing beam splitter; WM – wavelength meter; ND – neutral density filter;
EOM – electro-optical modulator; TA – tapered amplifier; IF – interference filter;
PD – photodiode; SOA – semiconductor optical amplifier; DDG – digital delay
generator; AWG – arbitrary waveform generator; X:Y – beam splitter with the
specified branching ratio; PC – polarization controller; SNSPD – superconducting
nanowire single-photon detector.
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Figure 5.3: Comparison of the programmed voltage pulse with the temporal pro-
file of the optical WCP used as signal proxy. A pulse with time constants 2 ns
rise and 0.75 ns fall is programmed on the AWG (green). The pulse gets slightly
distorted by the transfer function of the amplitude modulator (black). The result-
ing optical pulse (blue) is about 500 ps shorter than the programmed length. This
offset appears to be a constant introduced by the AWG, independent of the pulse
duration. By iteratively adapting the pulse parameters a good overlap with the
cross-correlation of the SPDC source (red) is reached. The bin width of the his-
togram is 162 ps, with the time resolution given by the time-tagger.

of the optical signal. Furthermore, the figure includes the cross-correlation g
(2)
s,i (τ)

used as a target for the signal shape.

For the operation of the memory with WCPs it is important to calibrate the mean
photon number per pulse |α|2, to have reproducible experiments. In our experiments
the generated pulses are attenuated in the calibration stage to contain on average
one photon per pulse.

Calibration Stage After the amplitude modulation, the signal beam is sent to the
calibration stage where it is split into two arms with a well defined power splitting
ratio. The power ratio is set by rotating a half-wave plate in front of a PBS. Each
arm is coupled into a PM fiber, one leading to the quantum memory and the other
one directly to the single-photon detector. Usually, we choose a 1:1 ratio between the
two arms. When calibrating the ratio of the two arms we measure the CW optical
power after each of the fibers. This way we compensate for losses and differences in
the coupling efficiencies between the two arms. Once the splitting ratio is set, ND
filters are added before the PBS, attenuating both optical paths equally. Usually,
we use a set of ND filters (nominal attenuation of OD 17.5) on a flip-mount for
the substantial part of the attenuation, while the fine tuning is done with an ND
gradient filter wheel (Thorlabs NDC-50C-4M-B, maximum nominal attenuation of
OD 9.2). For knowing how much attenuation is required, it is necessary to estimate
the expected detection rate for a given mean photon number. Since we work with
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an attenuated laser, we generate WCPs. A coherent state can be represented in the
Fock basis as

|α⟩ = exp
(
−|α|

2

2

) ∞∑
n=0

αn

√
n!
|n⟩ . (5.2)

The probability of having n photons in one pulse follows a Poissonian distribution
described by

p(n) = |⟨n|α⟩|2 = e−|α|2 |α|2n

n! (5.3)

with |α|2 = ⟨n⟩. For a coherent state with |α|2 = 1 the fraction of pulses containing
no photon is given to be p(0) = 36.8 %. Consequently, the probability of having at
least one photon per pulse is given by pclick = 1− p(0) = 63.2 %.

The expected detection rate can thus be estimated by the product rcalib = frep ×
ηdet × pclick. Here frep is the repetition rate of the experiment, as programmed
in the internally triggered DDG. For most of our storage and retrieval experiments
frep = 300 kHz. The detection efficiency ηdet of the superconducting nanowire single-
photon detector (SNSPD) is channel-specific. Channel 8 of the SNSPDs is dedicated
to the calibration of the mean photon number per pulse and has a specified detection
efficiency of ηdet = 85(3) %. With these parameters the targeted detection rate on
the calibration detector channel is rcalib ≈ 1.61×105 cts/s. If an arbitrary ratio rather
than 1:1 were chosen, the expression above needs to be modified accordingly. The
count rate on the calibration port is monitored on the detector while the attenuation
is adjusted until the measured rate matches the target rate. Due to the limited
extinction ratio of the EOM (the signal pulse constitutes only a third of the total
counts) combined with the low experimental duty cycle of 2.5 ‰ for the programmed
signal sequence, it is important for the calibration to only count the detections within
a specific region of interest (usually 8 ns to approximately match the retrieval window
we choose). Otherwise, the mean photon number is overestimated due to the great
weight of the background. If the generated signal pulses are modified, e.g. their
width or their shape, it is necessary to recalibrate the setup. In case the repetition
rate of the experiment is changed, the number of expected detection rates has to be
updated.

We checked the calibration on a daily basis before starting the experiment. It turned
out to be stable over longer periods of time, especially the splitting ratio at the PBS.
During the experiments, the timestamps of the calibration port are not recorded in
order to keep the size of the recorded file manageable. A short, separate recording,
containing exclusively the calibration data, is taken on measurement days.

Finally, the signal pulses are coupled into an AR coated PM fiber and brought to
the quantum memory.

5.2.4 Control Pulse Amplification

The acceptance bandwidth of a quantum memory, in our scheme given by the width
of the transparency window, needs to spectrally ‘fit’ the whole photon. If this
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Figure 5.4: Shape of the amplified optical control pulses measured with the SNSPD
after the first two etalons used for ASE filtration. A Gaussian pulse with a FWHM
of 3 ns is programmed. (a) The measured data are fit with a Gaussian function.
The fit yields a FWHM of 2.8 ns. (b) When plotted logarithmically the undesired
ringing after the programmed pulse becomes obvious. The secondary peak is only
a factor 100 lower than the principal peak – enough to perturb the spin wave.

matching is not given, only some spectral components of the photon can be stored
and the process becomes inefficient. The width of the transparency window induced
in the vapor, which strictly speaking is closer to the AT regime than EIT, increases
linearly with the control Rabi frequency and thus scales as the square root of the
optical power. Consequently, control pulses with high Rabi frequencies are required
for broadband storage of single photons. When working with diode lasers, this most
certainly means that the control field needs to be amplified. The experimental setup
for the generation and amplification of the control pulses is sketched in Fig. 5.2 in
the central box labeled ‘control’.

For the generation of the control beam a DFB laser is used as well. Due to the
optical damage threshold of the amplitude EOM of ∼ 50 mW, determined by the
fiber-waveguide interface, it is necessary to generate the optical pulses before am-
plification. The width and shape of the control pulses can be varied. We usually
generate control pulses with a programmed Gaussian profile and a FWHM of 3 –
4 ns. The high temporal resolution of the DDG allows us to accurately time align the
control pulse with the incoming signal photon. Figure 5.4(a) shows such a typical
control pulse with a programmed FWHM of 3 ns and a Gaussian fit (red) yielding
an actual FWHM of 2.8 ns.

The extinction ratio of the control pulse is important: If the control light leaks
to the vapor cell in between storage and retrieval, the control can perturb the spin
wave and lead to untimely read-out. Figure 5.4(b) shows the undesirable but typical
dynamics of the control EOM. The actual programmed voltage pulsed is followed
by considerable ringing.

In order to reach the high Rabi frequencies necessary to store the broadband photons
in an EIT memory we rely on a tapered amplifier (TA). A TA is a semiconductor
traveling-wave optical amplifier. Its gain medium is comparable to a laser diode, with

118



5.2 Implementation with Weak Coherent Pulses

AR coatings on the end-facets of the semiconductor instead of partially reflective
ones, in order to limit feedback – avoiding lasing. The gain region, which is tapered
along one direction, is electrically pumped to achieve a population inversion. When
seeded, the incident beam is amplified by stimulated emission. A divergent seed
beam is coupled into the amplifier to match its tapered shape. In this way more
charge carriers are available yielding a high gain and the intensity does not reach
the damage threshold of the material [257].

The commercial TAs we use are intended for CW amplification by the manufacturer.
In previous experiments [56, 29], however, seeding the amplifier with a pulsed input
worked fine for us and reliably generated high-power pulses. Due to aging, the TA-
chip of the optical amplifier (Toptica TApro 780 nm) I used for the measurements
presented in the previous chapter started not to reach the specified CW output power
anymore. However, after I replaced the chip of the TApro with one of the newer
generation (TA-0780-3000-2), we started running into some issues when operating
it with a pulsed seed. While the CW output of the new chip reached the specified
∼ 3 W, the shape of the generated pulses deteriorated and appeared to randomly
change with time (briefly blocking the seed input seemed to recover the original
pulse shape, most of the time). Furthermore, a frequency dependence of the pulse
shape was observed. In the troubleshooting process I tested the TA with different
seed lasers, even with different types of lasers (DFB and ECDL). Furthermore,
I ruled out the EOM and its driving electronics by using other devices and by
monitoring the optical pulse shape before the amplifier. The problems persisted.
As a last resort, in order to rule out other possible sources for this unexpected
behavior, other than the optical amplifier itself, as a test we coupled the control
pulses coming out of the EOM to the TA used for the Zeeman memory experiment
(Toptica BoosTA pro 795 nm with TA-790-2000-1 chip). This test confirmed our
suspicions: even if designed for a different wavelength, with this second TA the
pulse amplification worked fine, thereby identifying the new TA chip as the culprit.
Since these amplifiers are designed and tested for CW operation the manufacturer
could not help us with a definitive diagnostic for the observed oddity. The two chip
generations apparently have slightly different chip geometries, the newer 3000-series
has a slightly larger tapering angle to allow for higher output power, which might
lead to different behavior. Material-related effects could contribute and cannot
easily be excluded1. However, these are all speculations that the manufacturer is
not able to verify with their standard setups since they are not configured for ns-
pulse operation. Since the BoosTA pro seems to do its job properly at 780 nm, even
if its gain envelope is centered at 795 nm, further investigations about this matter
were suspended, seeming beyond the scope of this work. With the Zeeman memory
setup on halt because of the manuscript of [29] waiting for peer-review, this TA was
available, so we decided to use it for the HPB memory.

When the EOM is set to full transmission, the TA can be seeded with ∼3 mW of
CW light, resulting in an output power of 1.5 – 1.7 W. According to the amplifier’s
specifications, the TA is not operating in the saturated regime at these input levels.

1private communication with manufacturer, mail, 07.10.2020
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The output power is, however, high enough for our purposes. Furthermore, operating
the TA in the linear regime has the advantage of the optical pulses getting less
distorted.

In a TA lasing is suppressed. However, due to high gain, spontaneously emitted
photons are amplified, resulting in a broad noise background known as ASE. As its
gain region is nm broad (28 nm for the 6 dB below peak bandwidth), it is critical to
spectrally clean the amplified control before combining it with the signal. ASE, in
fact, contains light at the signal frequency. This means that a fraction of this noise
is on resonance with the spectral filters after the memory and reaches the detectors.
It thus cannot be removed afterwards. In order to suppress the ASE we spectrally
filter the TA output with two 780 nm IFs (Laseroptik, 0.37 nm FWHM bandwidth
specified by the manufacturer, angle tunable) and two 2 mm etalons (51(1) GHz
FSR, 1150(20) MHz FWHM bandwidth). The IFs block a large portion of ASE but
transmit both the control and signal wavelength. The etalons narrowly filter about
the control frequency. The spatial mode of the TA output is cleaned by coupling it
into an end-capped PM fiber. This end-cap consists of a short piece of fiber without
core, which is spliced onto the end of a PM fiber. Without the core, the light is
not confined and continues to converge. For optimal coupling the focus of the beam
needs to be at the glass-glass interface, thus resulting in a much larger beam area at
the air-glass interface compared to the mode field diameter of the bare fiber. The
reduced power density allows the fiber to withstand higher coupled power levels
without inducing damage. A third etalon is used to further filter the control pulses.
To reach a good transmission this 8 mm thick filter (12.8(1) GHz FSR, 280(10) MHz
FWHM bandwidth) needs to be placed after the fiber coupling, where the spatial
mode of the beam is already cleaned up. Empirically we found that this last etalon
plays a crucial role in spectrally cleaning the control pulses and reaching good SNRs
in storage experiments, even though its bandwidth is comparable to the control’s
spectral width. This last etalon, however, also introduces crosstalk, which leads the
SNSPD to ‘latch’ (see Sec. 5.2.8). This is caused by the counter-propagating pump
beam, coupling in reverse into the control fiber and then being reflected by the
plane reflecting surface of the etalon. Placing an OI after the last etalon prevents
this effect. A second end-capped fiber brings the control pulses to the memory
stage.

Due to the low duty cycle of the experimental sequence, the average incident power
on the optics is significantly lower when the control is pulsed compared to CW
operation. This large difference in incident power leads to differences in the optimal
alignment due to thermal effects. The first alignment is done with a low power CW
beam, chosen to be comparable to the average power of the pulsed operation. The
transmission through the setup is then measured with a PD after each filter and fiber
coupling and optimized in pulsed operation, if needed. Typical peak transmissions
of the control pulses from the TA to the memory stage are in the range of 15 %.
Losses are composed of 90 % and 80 % transmission through the first and second IF
respectively, ∼ 78 % per etalon and approximately 70 % per fiber coupling.

In order to determine the Rabi frequency of the control field we estimate the power
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per control pulse. For a pattern composed of four control pulses, repeated at a rate
of 300 kHz, an average power of Pint = 550(10) µW is measured with a thermal power
meter head (Thorlabs S401C) in the darkened lab, after subtracting the background.
A total ofNpulse = 1.2×106 pulses per second are generated. By recording the control
pulse pattern with the SNSPD, and considering a 3 × FWHM region per pulse, it
can be estimated that η = 5 % of the power lies outside of the pulses. The energy
per pulse can thus be estimated by Epulse = (1− η)× Pint/Npulse = 435(8) pJ. For a
Gaussian pulse with σ = 1.2 ns this yields a peak power of Pmax = Epulse/(

√
2πσ) =

145(2) mW. The peak Rabi frequency is given by Ωmax = 1√
2ℏ

√
2Imax

cϵo
d, where the

factor 1/
√

2 comes from the fact that the control light is in a superposition of σ+ and
σ− polarizations. The peak intensity can be expressed as Imax = 2Pmax

πw2
c

, where the
leading factor 2 comes from the fact that a 1/e2 waist is considered. For a control
beam diameter of 2wc = 440(9) µm and a dipole moment of the control transition
d =

√
2/3 × 3.584 × 10−29 C m the expression above yields a peak Rabi frequency

of Ωmax = 2π × 683(15) MHz . This value constitutes the maximum peak Rabi
frequency we can reach for the control for the given beam waist.

For changing the control Rabi frequency we use ND filters mounted on a revolving
mount with discrete steps. This is more reproducible than the gradient ND filter
wheel used before. The control pulses are attenuated prior to the last fiber coupling
in order prevent that changing the attenuation affects the spatial overlap of signal
and control beams. If substantial attenuation is needed, we move the ND filters
upstream, before the EOM to reduce the number of turnovers.

5.2.5 Optical Pumping

From the early experiments in [56] it became clear, that using a dedicated pump
beam instead of the control laser for state preparation is advantageous. First of
all, in this way it is easily possible to choose different beam sizes for the pump and
the control. While the control beam is focused in the center of the cell to yield
high Rabi frequencies, it is preferable that the pump beam addresses a much larger
volume. This way, the atoms that diffuse in from outside of the interaction volume
during the storage process are also prepared in the ground state and won’t generate
noise during readout. Secondly, the control EOM is easier to lock with the resulting
shorter duty cycle since it can be easily locked to minimum transmission. The state
preparation takes times on the order of µs and is actually the limiting factor for the
repetition rate of the storage experiments. With the aspiration to build a memory
that needs as little changes as possible to be operated in a reactive scenario, fast
(on the order of ns), binary optical switches are needed for the pump. To achieve
this speed with concurrent high extinction ratio we use home-built semiconductor
optical amplifiers (SOAs) based optical switches.

The pump on the forbidden transition is prepared and switched in an analogous
way.
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SOA Switches A SOA is basically an un-tapered TA. Their straight waveguide
results in a lower gain, but at the same time a lower required operating current is
needed (maximally 175 – 200 mA). It is composed of a semiconductor gain medium
which is electrically pumped to populate the conduction band with charge carriers.
When a seed laser is coupled into the semiconductor it gets amplified by stimulated
emission. By cutting the applied current not only does the SOA not amplify the seed
light anymore, it becomes absorptive. SOAs have already been used as fast optical
switches for telecommunication applications at mid-infrared wavelengths [258].

This type of amplifier has a significantly smaller charge carrier density compared
to a TA. Resulting in less dissipated heat, this fact allows for small and compact
packaging as in a standard 14-pin butterfly package, without the need of external
active cooling.

Since no commercial devices at the Rb wavelengths existed when we started, our in-
house electronic workshop has designed and built a current driver for operating SOAs
as fast optical switches. It can switch up to 200 mA in a few ns. It reacts to follower
signals at TTL-levels and has no limit to the pulse length. In our applications, the
current driver directly receives the logical pulses from the DDG. The fiber pig-tailed
SOA (Superlum SOA-332-DBUT-PM) is directly mounted on a small heat sink on
top of the driver. The optical damage threshold, with a maximum of 20 mW is rather
low for an amplifier, and is easily reached if one is not careful when setting up the
SOA. As usual in fiber-integrated devices, the weak spot is the fiber-semiconductor
interface. To be on the safe side, I usually coupled only 300 – 500 µW into the
SOA fiber and successively slowly increased the applied current, so that 20 mW
are measured at the output. The current driver incorporates a Meerstetter TEC-
1091 controller for temperature stabilizing the SOA through its integrated Peltier
element.

Since the SOA becomes absorptive if the operating current is below a threshold value,
the demands on the current extinction ratio are not as stringent as our requirements
for the suppression of the optical signal. Used as optical switches the SOAs present
an optical suppression of −50 dB to −60 dB at the storage time, corresponding to
a few hundreds of ns after switching. Motivated by this behavior the switching of
the SOAs is prioritized in the experimental sequence in order to guarantee the best
possible suppression. A detailed description of the switching behavior of our SOAs
with the home-built controller can be found in GB’s thesis [254].

5.2.6 Vapor Cell as Quantum Memory

The heart of the quantum memory setup – the vapor cell, its heating technique
and the electromagnet – remains the same as what I presented in Ch. 4 for the
preliminary characterizations. The lower part of Fig. 5.2 shows the experimental
setup around the vapor cell.
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Signal and control beams are outcoupled and subsequently combined on a single
right-triangle-shaped calcite prism (Bernhard Halle). Usually, these prisms are sold
as cemented pairs (then called Wollaston prisms), with orthogonal crystal axes to
compensate achromaticity. The induced displacement is negligible for the optical
path lengths and the frequency differences of about 35 GHz involved in this scheme.
As a reference: a displacement of w0/10, where w0 is the beam waist, was measured
for a ∆λ = 15 nm at a distance of 30 cm. By using only a single prism, the strain-
induced birefringence originating from the cementing of the two halves is avoided,
resulting in a better polarization extinction. For the same reason, the prism is
attached to its mount with a tiny piece of double-sided adhesive tape instead of
being glued or clamped. A second such prism is used further downstream in the
setup to separate the two beams again. Wave plates positioned after the vapor
cell are used to compensate changes of the polarization in order to maximize the
suppression of the control light after the second prism.

The calcite prism induces a significant astigmatism – an expected effect for a bire-
fringent medium when omitting the second prism used for compensation. By placing
the two prisms as closely as possible (about 250 mm on each side of the cell, as close
as the magnet and the mid-infrared heating optics allow) around the vapor cell and
choosing their relative angle carefully, to make the setup symmetrical, this effect
can be compensated. With these precautions we were able to reach a fiber coupling
efficiency into the signal arm of 85 %, compared to only ∼ 50 % that was reached
when the prisms were farther away and their orientation not exactly symmetrical.

To reduce signal losses, the prisms are AR coated for 780 – 895 nm at an angle of
incidence of 33 – 42◦ with a specified residual reflectivity of < 0.5 % per facet. In
order to reduce further losses, the number of optical elements in the signal arm is
minimized by focusing the signal beam directly with the integrated fiber coupler
(Schäfter + Kirchhoff 60FC-SF 18 mm) onto the center of the vapor cell. The waist
of the beam is measured with a beam profiler (DataRay WinCamD-UCD12, pixel
size 4.65×4.65 µm2), accessible through a flip mirror, at an equivalent distance from
the cell center. With the 2 mm short vapor cell used for this experiment it is harder
to place the focus exactly on the longitudinal center of the cell, compared to a 7.5 cm
long one. Out of convenience the control beam is also focused directly with the lens
of the fiber outcoupler (Schäfter + Kirchhoff 60FC-SF 6.2 mm). A 1/e2 diameter
of 185(9) µm (440(9) µm) is measured at the focus for the signal (control) at an
equivalent distance of the vapor cell center. The diameter of the control beam is
chosen to be decisively larger than the signal guided by the results of the numerical
simulation I implemented (see Section 6.4).

A good overlap between signal and control beam can be achieved by aligning the
calcite prism in reverse with diagonally polarized light. The two incoming beams are
combined on the facet of the hypotenuse, while the overlapped beams exit through
the facet corresponding to one cathetus. Before operating the memory, the overlap
between the control and signal beams is checked and optimized on a daily basis. For
this purpose the control beam, whose polarization is temporarily rotated by 90◦, is
coupled into the signal fiber leading to the filter stage. Since the modes of the signal
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and control beam differ due to the different beam waists, the optical fiber acts as
spatial filter due to the different degree of mode-matching, although the rejection is
only about a factor of 3.

While the signal output is coupled into an AR coated PM fiber leading to the
filter stage, a circulator is placed in the control path as described in the previous
chapter. An optical isolator (Qioptiq FI-780-5SV) with removable covers for the
‘blocked’ beams is used as a circulator. The light coming from the memory in this
mode is directed to a fast PD (Thorlabs DET02AFC, 1 GHz bandwidth), which
is used to monitor the control pulses, while the pump beam, which has the same
polarization as the control, is injected in reverse direction. The pump beam is
aligned counter-propagating with respect to the control beam. The forbidden pump
beam is overlapped with a D-shaped mirror with the pump under a small angle,
trigonometrically estimated to about 2.6(9) mrad. The pump and forbidden pump
beams are chosen to have a larger waist with respect to signal and control, so that
atoms flying into the interaction volume during the retrieval are also prepared in the
right state and do not contribute to read-out noise. The pump lasers are collimated
to about 2 mm.

5.2.7 Filtration

According to the pulse energy determined above and E = hν the applied control
pulses contain 108−109 photons. In order to be able to separate the retrieved single
photon from the strong control pulse and the generated read-out noise, stringent
filtration is necessary. So much filtration is needed, that the control pulse is blocked
and cannot be detected. The noise should only be the one at the same frequency
and polarization as the signal. Measuring the necessary suppression of the whole
filtration stage at once with only one device is impossible with the available dynamic
range. We therefore characterize the suppression of the single filtering elements one
by one.

The filtration process starts right after the vapor cell. The aforementioned calcite
prism discriminates the control beam by its polarization. A half-wave and a quarter-
wave plate, mounted to have tilt degrees of freedom, are placed after the vapor cell
in order to align the polarizations with the axes of the prism. By measuring the
optical power after the signal fiber without the vapor cell in place, a maximum
(minimum) transmission of 23.0(7) mW (0.80(2) nW) is obtained by rotating the
wave plates, yielding an extinction ratio of ∼ 3.48(15)× 10−8. A photodiode power
sensor (Thorlabs S130C) was used for this measurement. For the maximum sup-
pression measurement the lower end of the power meter’s specified power range was
almost reached. The best angle of the wave plates for achieving maximum sup-
pression of the control needs to be regularly checked and adjusted. A flip mirror
installed before the first etalon allows picking up a monitor signal for maximizing
the polarization suppression.
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In order to avoid additional dephasing of the spin wave, signal and control beam
were chosen to propagate colinearly in this experiment. This configuration does not
allowing for stringent spatial filtration as described in the previous section.

After the signal beam is coupled into a fiber, it reaches the filter stage, where we
use cascaded etalons for spectral filtration. The idea of using monolithic etalons
as mechanically stable spectral filters and to tune their resonances through thermal
expansion is widely known [259, 260].

We use low finesse Fabry-Pérot interferometers constituted by a plane-parallel2 sil-
ica substrate with a partially reflective coating on both sides with a reflectivity of
95(1) % specified at 795 nm for an angle of incidence of 0◦. The etalons have a di-
ameter of 15.0(1) mm. In order to tune the resonance frequency through thermal
expansion we use a Peltier element. The TEC has a central through hole for the
beam (UWE electronic UEPT-440-127-079E120) and is cemented between an alu-
minum mount containing the etalon and a copper (or aluminum) block acting as
sink with thermally conducting epoxy. The temperature is stabilized with a Meer-
stetter TEC-1091 controller. The remaining fluctuations depend upon the operation
temperature. Close to room temperature the etalons can be stabilized to about 5
– 10 mK. Up to temperatures of about 50 ◦C the fluctuations are acceptable. We
use no enclosure to separate the etalons from the environment. Given the thermal
expansion coefficient of silica a frequency shift of −2.436 GHz K−1 is induced at
780.24 nm. With the given temperature stability the cavity resonances are stable to
within 12 – 24 MHz. The thicker etalons can be tuned over several FSRs making it
possible to always find a working point close to room temperature. For our thinner
etalons we were lucky that the resonances could be tuned to the signal frequency
with temperatures < 25 ◦C. The etalons were fabricated for us on request by the
optical workshop Bernhard Halle, while the metal components were manufactured
by our in-house mechanical workshop. The flatness and parallelism is specified by
the manufacturer to < λ/20. Given the measured finesse, this is on the conserva-
tive side. In fact, we need to assume much better surface quality to theoretically
reproduce our measured data.

In the HPB memory setup the signal is spectrally filtered with four cascaded mono-
lithic etalons of different thicknesses. Three 1.45(1) mm thick etalons are used. For
these etalons a FWHM bandwidth of 1.19 GHz was measured, and each single one
has a measured suppression of −33 dB at FSR/2. This particular thickness was cho-
sen to result in an FSR matching two times the ground state splitting of the atoms
in the high magnetic field, in order to maximize the suppression at the control fre-
quency. The last etalon was chosen to be 4.00(5) mm thick (FSR = 25.5(4) GHz,
FWHM bandwidth of 550(10) MHz) since its narrower bandwidth is closer to the
spectral width of the signal photons, trimming the tails of the noise transmitted

2As the authors of [259] comment, the finesse of a plane-parallel etalon is limited by being on the
edge of the stability condition diagram. Mode-matching can not be fulfilled on both mirrors,
as this would take a plane wave. Choosing larger beam diameters can be a trade-off improving
the mode-matching, but increases the surface quality requirements of the mirrors. The finesse
is thus limited to F ≈ 100, which for our intentions is higher than what we aim for.
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through the first etalons. Each single etalon reaches peak transmissions above 82 %,
often even in the high eighties. The overall CW transmission through the filter stage
of light at the signal frequency is around 38 % (including the fiber coupling to the
stage and that to the detector), while the control is suppressed by approximately
−200 dB. With this suppression no additional counts to the noise floor are detected
when sending the control onto the unheated atoms.

For the spectral filtering to work it is crucial that the ASE background of the control
pulse was already removed, since the ASE fraction at the signal wavelength would
be transmitted by the etalon stage.

5.2.8 Detection

The memory output is measured in HBT configuration in order to have access to
the arrival-time histogram as well as the second-order coherence of the detected
photons. For this purpose a free-space 50:50 beam-splitter is placed after the last
etalon. Each output of the splitter is coupled into a SM fiber with polarization
controller connected to a SNSPD (Single Quantum EOS).

SNSPDs are state of the art single-photon detectors. Being commercialized only in
the last decade, they combine high timing resolution, low noise, and high detection
efficiency in an unrivaled way. They are composed of a thin film superconducting
material, usually in the form of a meander line, that covers a large area for efficiently
collecting the output of an optical fiber. The detectors are cooled well below their
critical temperature and operated at a constant current, just below the critical
current [261]. The absorption of a single photon locally breaks superconductivity,
creating a ‘hotspot’ [262]. The current is redistributed around this disturbance
and due to the narrow width of the nanowires the current density increases above
the threshold value enlarging the non-superconducting region. Additionally, Joule
heating leads to the growth of the resistive region [263]. This creates a resistive
barrier across the nanowire. The current is redirected by the increasing resistance to
the readout electronics, generating a measurable voltage pulse [261]. This redirection
allows the nanowire to cool down, recovering superconductivity within short time
(dead time ≤ 10 ns). If the incident photon rate is too high, the detector might
not recover itself in the resistive state – the detector is latching. In this scenario
the software resets the detector, resuming normal operation. A current review on
SNSPDs can be found in [264].

Our detection system is composed of eight independent detectors within one cryo-
stat. There are four channels optimized for timing resolution and four channels se-
lected by the manufacturer for high efficiency. They reach timing jitters of < 20 ps
and ≤ 50 ps respectively. In our system the efficiencies measured by the manufac-
turer for the different types of channels do not vary significantly and reach values
> 80 %. The fast channels reach their low jitter by placing the electronic amplifiers
in the 40 K stage of the cryostat unlike the rest of the driving electronics, which are
at room temperature. The performance of the fast channels is especially interesting
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# Detection of ηSDE at 785 nm Timing jitter Dark counts
[%] [ps] [Hz]

2 Herald 84(3) 13(2) < 10
5 ηh 82(3) 39(2) < 10
6 HBT 91(3) 40(2) < 10
7 HBT 87(3) 31(2) < 10
8 Calibration stage 85(3) 50(2) < 10

Table 5.1: Characteristics of the SNSPD channels used for the experiments pre-
sented in this chapter, as specified by the manufacturer. The jitter specifications
have been verified experimentally.

for the herald photon detection, since a low jitter enables more precise temporal
alignment of the control pulse with the signal photon. In fact the herald SPAD
we used before was the limiting factor in terms of jitter budget. Compared to the
SPADs used, these new detectors have a significantly lower timing jitter and not
only higher but, crucially, more accurately specified detection efficiencies. The per-
formance specified by the manufacturer for the detection channels used in this work
is listed in Tab. 5.1. In the literature often the system detection efficiency (SDE) is
used. It describes the overall efficiency, and includes the effects of the coupling into
the device, the absorption by the detector (given by material and geometry) and
the probability of the generation of an electrical output pulse after the absorption
of a photon [261].

The detectors are enclosed in a closed-cycle cryostat and need to be cooled down to
2.7 K before operation. Before the cool-down process can be initiated, the cryostat
needs to be evacuated. We use a turbomolecular pump (Agilent TPS-compact) to
reach a pressure of ∼ 3 × 10−5 mbar. A He-compressor (Sumitomo HC-4E) pumps
highly pressurized He into the cryostat where it expands, cooling down the cold-
head (Sumitomo RDK-101D). The low pressure He flows back to the compressor. It
takes the system approximately 3.5 h to reach its operational temperature while
the pressure further drops to 2 × 10−7 – 3 × 10−7 mbar. Once the operational
temperature is reached, the turbo pump can be disconnected by closing a valve
and then switched off. As long as there is no He leak in the system, the detector
can technically be operated continuously until the cold-head or the compressor need
to undergo maintenance due to mechanical wear (according to the manual, every
10 000 h and 30 000 h of operation respectively).

The voltage pulses are sent to an electronic driver by SMA cables. This electronic
driver allows monitoring and controlling of the detection system through a web
browser interface. It offers a real time monitor of the detected counts for each
channel and displays the detector temperature. Furthermore, the bias current and
the trigger threshold for each individual channel can be set. An automated bias
current scan helps in finding the critical current and characterizing the behavior of
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each channel. The electronic driver hosts the amplifiers for the channels optimized
for detection efficiency and has an SMA output per channel. In our case, these
outputs are connected either to the DDG trigger input or the time-tagger.

The time-to-digital converter (qutools quTAU) used for the memory experiments is
still the same used with the SPADs in Ch. 3. This means we are not taking full
advantage of the detector’s time resolution since we are limited by the time-tagger’s
162 ps bin size. For the heralded-photon operation, however, this should not affect
the timing of the control pulse, and consequently the efficiency, since that will be
triggered directly by the output pulse of the detector.

5.3 Storing Weak Coherent Pulses

For the storage of WCPs the pump and forbidden pump lasers shine on the vapor,
preparing the initial atomic state. After a pumping time of the order of 2.8 µs
the internally triggered DDG, which acts as the experiment clock in this scenario,
sends a follower pulse to switch off the forbidden pump, and then 50 ns later the
pump. This delayed switching ensures that the atoms moved by the forbidden
pump into the mI = +3

2 manifold do not remain in the state mJ = −1
2 . These

two lasers stay switched off for the whole duration of the follower pulse. In this
time window the storage and retrieval experiment takes place, before the sequence
is repeated. The DDG triggers the signal PPG to generate the WCP calibrated
to |α|2 = 1. The trigger is relayed to the second DDG, which triggers the control
pulse generation and finally triggers the time-tagger. The DDG output triggering
the control AWG is operated in train mode, usually with two repetitions. For the
measurements presented here the pattern programmed on the control AWG consisted
of two identical pulses, 60 ns apart. This results in a total of four control pulses per
sequence with a variable delay between the first and the last two pulses. The first
pulse acts as a precursor and contributes to the optical pumping. The second pulse is
time-aligned with the incoming signal pulse, acting as the read-in pulse. The AWG
pattern is then repeated after a predefined train pulse spacing, which determines
the storage time with the arrival of the third pulse functioning as read-out. The
exact storage time can be set to a delay variable in increments of 20 ns, due to the
functionality of the DDG’s train mode, plus a small constant delay originating from
the exact position of the peaks within the AWG record. For storage times shorter
than the minimum spacing of 60 ns between the two train pulses, the write and
read pulses need to be programmed in the same sequence of the control AWG. The
last pulse is used as a reference for the noise level while monitoring the experiment
with the live-view histogram during the initialization phase. It gives a rough idea of
the level of the control-induced noise. Depending on whether or not this last pulse
induces some read-out, conclusions about the retrieval efficiency can be drawn.

In the process of optimizing the operation of the quantum memory, a vast parameter
space is involved. The characteristics of the control pulses can be tuned rather
quickly, and to get a feel of their repercussions onto the memory performance, the
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Figure 5.5: Sample sweeps of experimental parameters. (a) SNR and end-to-
end efficiency for various working point detunings for an atomic temperature of
97(1) ◦C. For each measurement the control power and the time alignment of signal
and control was optimized. The control pulse width was kept constant. The SNR
appears to increase for larger detuning, while the efficiency becomes larger closer
to resonance, as is expected. (b) SNR and end-to-end efficiency as a function
of atomic temperature for a working point detuning ∆ = −2π × 750 MHz . For
each point the time alignment between signal and control pulse is optimized, while
the Rabi frequency and the pulse width of the control are held constant. For the
two highest temperature settings the forbidden pump laser was not used, since
instead of improving the performance it increased the noise. These measurements
were performed with an additional 8 mm etalon in the ASE filter stage, which was
removed later on.

changes can be monitored on the live-histogram feature of the time-tagger. The
control power is set by attenuating the beam with several ND filters on a revolving
mount. By rotating the filter mount, different Rabi frequencies can be easily set.
Once a suitable attenuation is found, it is convenient to place it before the amplitude
modulator, thereby reducing the number of turnovers. The width of the control pulse
can be swiftly changed by reprogramming the AWG. As the optimal pulse shapes
obtained by a gradient ascent optimization in the scenarios studied in [178] were
close enough to Gaussian pulses, an effort for further optimization was not deemed
necessary, especially when considering the necessary time control. The width of the
Gaussian control pulses had only little effect on the experiment, so that we changed
it in steps of 0.5 ns. Decisively more important is the proper time alignment of the
falling edge of the control pulse with the signal. For the initial temporal alignment,
the control-induced noise was used as a proxy for the arrival time of the control
pulses. The arrival time was shifted to roughly overlap with the incoming signal
pulse by programming the necessary delay on the DDG. The fine tuning of the
time alignment is successively performed while observing the height of the retrieval
peak. When changing the optical setup, the temporal alignment needs to be updated
accordingly: for example, adding an etalon in the ASE filter stage delays the control
pulse by about 1 ns.

As we have already seen, the OD plays a crucial role in the efficiency of the storage
process. In the short cell used here, the OD can be modified through the selected
current of the heating lasers. A higher cell temperature will result in a higher OD,
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which makes the process more efficient, but simultaneously causes undesired effects
such as noise generation and increased collisions. A trade-off needs to be found. For
this purpose I scanned the vapor temperature. Even though the cell is thin, we wait
about 15 min after changing the temperature settings, in order to ensure that the
vapor has thermalized. Figure. 5.5(b) shows a scan of the vapor temperature and
the resulting SNRs and end-to-end efficiencies we measured. For this measurement
series the working point detuning, the Rabi frequency and the pulse width of the
control were held constant, while the time alignment between control and signal
pulse is optimized for each point.

The working point detuning is a key parameter as well for the optimization of the
performance. On resonance with the atomic transition, the storage and retrieval
processes are expected to be most efficient. Concurrently, the noise contribution
from the fluorescence should also be at its highest. In the absence of a simulation
that models the noise processes, this parameter needs to be tuned empirically. In
Fig. 5.5(a) the operating point is tuned, while keeping the vapor cell temperature
and the control width constant. For each point the control power and the time
alignment of signal and control pulses was reoptimized. The control pulse width
was kept constant. The frequency detuning is the parameter in the setup that
requires the longest time to be changed. Since we want to operate the memory on
two-photon resonance, tuning the working point requires tuning all seven etalons
involved in the memory setup. Even with the highly reproducible behavior of the
etalons, and the capability to compute the necessary ∆T for a specific detuning, it
remains the slowest parameter to sweep (and the largest effort).

Not only is the parameter space of the quantum memory huge, but the scan of a
single parameter unfortunately gives only limited insight because of the interdepen-
dence of the parameters. For this reason, the goal of this optimization exercise was
not so much to find an elusive global maximum, but rather to identify a good op-
erating point to demonstrate our proof of concept. The simulation I implemented
is supposed to help guide us in the future to find the right set of parameters more
easily. For it to be complete and truly able to predict good operating points, a noise
model should be implemented as well.

Apart from the optimization tasks mentioned above, the quantum memory setup
requires regular maintenance. On a daily basis I realigned the overlap of the signal
and the control beam and checked the transmission through the setup, e.g. the
fiber couplings and the spectral filter stage. The laser frequencies were monitored
throughout the measurements.

5.3.1 Storage and Retrieval

To characterize the performance of the memory I performed storage and retrieval
experiments. The memory was operated at a detuning ∆ = −2π × 750 MHz from
the excited state |e⟩. With an operating current of 2.5 A per heating laser the
atoms were heated to T = 90(1) ◦C. The weak coherent pulse input was calibrated
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Figure 5.6: Arrival-time histogram of a storage and retrieval experiment with
WCPs. The bin size is 162 ps. The signal pulse arrives at time τ = 0 and is
retrieved 80 ns later. The shaded area represents the 6.48 ns long retrieval region
of interest. The histograms show the sum of the detections of the two SNSPD
channels used in the HBT setup. The noise histogram is scaled to exactly match
the trigger number of the storage and retrieval trace.

right before the storage and retrieval measurement. Within a region of interest of
100× 81 ps = 8.1 ns around the signal pulse a total of Ncalib = 4.80× 106 counts is
measured in the calibration arm. For an integration of 30 s this results in a rate of
1.59× 105 s−1 yielding a mean photon number per pulse of |α|2 = 0.97(6). For this
measurement both pump and the forbidden pump on the forbidden transition were
used to prepare the initial atomic state.

We directly measure the counts N detected by the SNSPD. To calculate the fig-
ures of merit we restrict our attention to a region of interest corresponding to the
known time of attempted retrieval (a software-level time-gate). The detections of
the two HBT detection channels are added. The noise measurements are corrected
for the small variations in integration time with respect to the corresponding storage
measurement by rescaling them.

In the measurement (see Fig. 5.6), the storage of a WCP for ∼ 80 ns and successive
retrieval was repeated at a rate of frep = 300 kHz. Within an integration time of
tint ≈ 1 min Ntrigger = 1.81×107 triggers and Nret = 4.46×105 counts were recorded
within a 6.48 ns retrieval ROI. As an estimate of the read-out noise performance
of the memory, we repeated the measurement and physically blocked the source.
Within the same ROI Nnoise = 4.28×104 noise counts were detected. Using Eq. (2.9)
this results in an SNR = 9.4(9). From the SNR the µ1 parameter, describing the
necessary mean photon number at the input of the memory, necessary to reach
a SNR = 1 for the read-out [137, 58, 126]. The parameter is defined as µ1 =
ηHBT/SNR = 0.075(7) where ηHBT is the photon number expected to be detected
for a WCP measured in HBT configuration (see end of section). With µ1, the
expected SNR for a single-photon source with a known outcoupling efficiency can be
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Figure 5.7: Arrival-time histogram of a storage and retrieval experiment with
WCPs on a logarithmic scale. The bin size is 162 ps. The signal pulse arrives at
time τ = 0 and is retrieved 80 ns later. The shaded area represents the 6.48 ns long
retrieval region of interest. The first and the last control pulse are reference pulses.
The horizontal dashed lines are a guide to the eye for the maximum suppression
reached by the EOMs. They show the average counts of the noise floor right before
the first control pulse and right before the pump turns back on again. The offset
between the two noise floors is caused by the limited suppression of the signal EOM.
The labels A–C are described in the main text. The histograms show the sum of the
detections of the two SNSPD channels used in the HBT setup. The noise histogram
is scaled to exactly match the trigger number of the storage and retrieval trace.

estimated. This estimation is only valid if the input photons have similar properties
and the memory is operated under the same conditions.

Figure 5.7 shows the corresponding arrival-time histograms recorded for the storage
measurement and the noise trace on a logarithmic scale. Each plotted trace is the
sum of the detections of the two channels used in the HBT setup. After 2.8 µs of
state preparation, around τ = −300 ns (label A), the pump laser is turned off for a
fixed duration of 500 ns in which the storage experiment takes place. The forbidden
pump laser is turned off 50 ns earlier. Its contribution to the noise was so little in
this measurement, that it cannot be recognized in the histogram. After switching
the pump lasers off we wait about 230 ns. This time, which is longer than the
fluorescence from the state preparation needs to subside, is chosen to move towards
limitations imposed by the future interfacing experiment with the SPDC source.
At τ = −60 ns the first control pulse is applied to aid the state preparation. The
fact that it consistently induces significantly more noise than the following three
control pulses suggests that it has a pumping effect. At τ = 0 ns the input signal
pulse arrives together with the time-aligned read-in control pulse. Around label B,
during the storage time, unintentional retrieval can be observed. This retrieval is
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induced by the ringing of the control EOM right after receiving the voltage pulse,
which is translated in an optical signal. After the predetermined storage time has
elapsed, the read-out control pulse retrieves the stored photon. By working with
broadband single photons part of the fluorescence noise can be time gated due to
the average excited state lifetime being longer than the retrieval time window . At
τ = 140 ns the reference control pulse arrives at the vapor cell. It can be seen that
with the presence of an input photon at τ = 0 ns, more counts are detected at the
time of the reference pulse. This could indicate that the shared atomic excitation
is not completely mapped back into a photonic excitation during the read-out pulse
and we observe some residual read-out at a later point in time. Around label C
the pump and forbidden pump beams are switched back on and the experimental
sequence restarts with the state preparation. The dashed lines represent guides
to the eye that approximate the noise floor for the maximal average suppression
achievable with the amplitude EOMs. By physically blocking the signal input this
noise floor is significantly lower since only the light leaking through the control EOM
remains, which is predominantly at the control frequency and is thus discriminated
in the filtering stage. The noise measurement does not account for light leaking
through the signal EOM when it should maximally suppress. I therefore correct the
noise curve by adding the average offset between the two traces measured before the
first control pulse. This offset contains 183 counts per bin, which results in 7325
counts within the considered region of interest. Adding this quantity to Nnoise yields
a SNR = 7.9(8) (corresponding to µ1 = 0.09(1)). A worst-case analysis can also be
computed by using the reference (the fourth) pulse of the storage trace as a proxy
for the noise. The fourth peak in the storage trace consists of the noise induced
by the control and also contains the leakage of the signal EOM. However, since we
are considering a time window 60 ns later than the retrieval time, the fluorescence
induced by the control in the atoms might be stronger, since more time has passed
from the state preparation. Furthermore, there might still be a small contribution of
retrieval in this pulse, depending on how efficient the (intended) read-out was. This
estimation can thus be regarded as a lower bound, resulting in a SNR = 5.9(5).

When measuring coherent states in an HBT setup with non-number-resolving detec-
tors the detection probability changes compared to the scenario of a single detector.
The 50 : 50 beam splitter of the HBT setup halves the intensity of the pulse. The new
amplitude in one of the beam splitter outputs is therefore given by α′ = α

√
ηdet/2,

where the losses due to the non unity efficiency of the detector are directly included.
Since we sum the clicks of both SNSPD channels, the mean photon number expected
to be detected per pulse when measuring with two detectors is thus given by

ηHBT = 2
(
1− exp(−|α′|2)

)
, (5.4)

where the second terms follows from Eq. 5.3 as the probability for a pulse with α′

to contain zero photons. Since the detector channels used for the HBT setup have
slightly different detection efficiencies I approximate ηdet as the weighted average of
the channel efficiencies,

ηdet ≈ dηCH6 + (1− d)ηCH7 , (5.5)
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where d is the ratio of the counts on the two detector channels. The efficiencies
of the detector channels 6 and 7 can be found in Tab. 5.1. For the HBT setup
this yields ηHBT = 70(4) %, for d = 0.5145, which is significantly larger than the
detection probability on a single detector ηdet × pclick = 58(2) % (for channel 6).

With Eq. (2.8) we can compute the end-to-end efficiency. From the detected counts
an efficiency η80 ns

e2e = 3.18(18) % is computed for the HPB memory in the retrieval
time window. Correcting for the noise offset and the more conservative noise estima-
tion result in only a slight change in efficiency, yielding 3.12(17) % and 3.01(16) % re-
spectively. The readout induced by the fourth control pulse amounts to an efficiency
of η140 ns

e2e = 0.13(1) % (offset-corrected) for a 6.48 ns time window. Furthermore, the
dynamics induced by the control EOM ringing during the storage time result in an
involuntary readout leading to a loss in end-to-end efficiency of 0.45(5) %, accounting
for some minor dynamics caused by the signal EOM.

5.3.2 Memory Lifetime

In order to determine the exponential 1/e lifetime of the quantum memory we
recorded timestamps for storage and retrieval measurements with their correspond-
ing noise measurements for different storage times. The memory was operated with
the same parameters as in the measurement described above. The signal pulses were
calibrated to |α|2 = 0.97(6). The storage time is increased from measurement to
measurement in increments of 40 ns. To ensure the same initial conditions for every
storage time of the lifetime measurement we reduced the repetition rate to 100 kHz.
This allowed us to program an off-time for the pump lasers of 1.5 µs – a lot longer
than the times we expect to measure, so that the pump pattern stays unaltered for
all chosen storage times. An integration time of 2 min was chosen for the measure-
ments to compensate for the slower repetition rate. Figure 5.8 shows the measured
end-to-end efficiency as a function of the storage time. The same offset correction
described in the previous section is applied to achieve a more realistic estimation
of the noise. The data is well described by an exponentially decaying fit yielding a
lifetime τ = 224(8) ns. Dephasing of the spin wave can be ruled out as a limiting
factor as a Gaussian decay would be expected. With a diffusion time of about 1 µs
out of the beam, the lifetime is limited by the atomic motion out the interaction
region.

Apparently, on the day of the lifetime measurement the setup was not optimized for
efficiency equally well as it was for the day when the data for Fig. 5.7 was recorded.
The efficiency for a storage time of 80 ns deviates by a factor 1.13 between the
two data sets. This factor is used to correct the lifetime data in order to obtain
a more realistic estimate of the internal efficiency (sometimes, like in the context
of the simulation, also called total efficiency). By extrapolating the end-to-end
efficiency to zero storage time a value of η0 ns

e2e = 4.7(3) % is reached. After being
freshly optimized, the transmission of CW light at the signal frequency through
the whole signal arm of the setup (after the calibration point) is slightly below
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Figure 5.8: Lifetime measurement of the memory. The memory efficiency is
measured as a function of storage time. The solid line represents a fit with an expo-
nentially decaying curve with two free parameters (time constant and amplitude)
that yields a lifetime of τ = 224(8) ns. The data is corrected by a multiplicative
factor 1.13 to match the efficiency obtained for the 80 ns measurement presented
above. Note that the lower efficiency obtained for the lifetime measurement, as
compared to the 80 ns measurement, is probably due to a different degree of success
in the optimization phase. The shaded area corresponds to the 95 % confidence
interval of the fit. The intersection with the y-axis corresponds to the efficiency
extrapolated to zero storage time.

20 %. Correcting for the transmission through the setup yields an internal efficiency
for short storage times of η0 ns

int = 24(3) %. According to the authors of [130], for
the OD of this experiment the maximal internal efficiency achievable with forward
retrieval is limited to < 30 %. The internal efficiency describes the efficiency of
the storage and the retrieval process inside of the vapor cell, correcting for all the
losses originating from the setup. This efficiency is the quantity to be compared
with theoretical and simulated values. Note, however, that this is not a fair figure
of merit for characterizing the memory in an applied scenario, since the memory
cannot be operated without the surrounding setup.

5.3.3 Pump Characterization

The preparation of the initial state is essential for proper memory functionality. If
the state |s⟩ is still (partially) populated when the control pulse enters the cell,
the corresponding atoms will be excited, leading to noise on the readout in form of
fluorescence. With this in mind, we characterized the degree of the initial atomic po-
larization in the HPB memory with pump-probe measurements both in transmission
and absorption.

For this measurement the signal laser was used as the probe. It is pulsed with the
EOM into rectangular pulses approximately 50 ns long. In order to avoid a ringing
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Figure 5.9: Characterization of the optical pumping in transmission. (a) En-
ergy diagram of the involved atomic levels. The atoms are probed along the same
transition to which the pump is resonant. The forbidden pump couples two dif-
ferent manifolds of the nuclear spin projection mI through a forbidden transition.
(b) Arrival-time histogram of the pump-probe measurement. The transmission of
the probe in three different pumping scenarios is shown. The transmission of the
probe through the unheated cell (‘cold’) is used as a reference. After switching off
the pump laser, a decaying noise floor originating from spurious reflections of the
fluorescence can be observed. This noise is specific to this characterization mea-
surement and did not affect the storage and retrieval experiments. In the evaluation
this background was subtracted from the data.

response that results in a spike at the beginning of the optical pulse, the rising flank
of the voltage pulse needs to be programmed with a slight slope on the AWG. The
frequency and polarization of the probe are chosen depending on the probing scheme
– either along the pump or the signal transition. The pump and forbidden pump
laser are operated as in the memory experiment, with the latter switching off 50 ns
earlier. For these measurements the same repetition rate and the same pump dark
time of 500 ns was chosen in order to have the same pumping conditions as in the
storage and retrieval measurements. The probe beam is detected with the SNSPD
after being appropriately attenuated to prevent latching.

Transmission With the first pump-probe experiment, performed in transmission,
the depletion of the ground state |s⟩ is assessed. For this purpose we probe along the
pump transition. An auxiliary half wave-plate is added to the setup after the first cal-
cite prism which rotates the probe’s polarization in order to drive σ+ transitions. In
order to be able to detect the probe pulse without blocking the counter-propagating
pump beam, the monitor port of the circulator is used to pick up the probe beam.
In this scheme (see Fig. 5.9(a)) the more efficient the pump process, the higher the
transmission of the probe should be. A weak probe is chosen. The probe pulse is at-
tenuated to be still slightly transmitted through the unpumped hot vapor, resulting
in a clear signal. Figure 5.9(b) shows the histograms of the different pump scenarios
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considered. A reference measurement recording the probe alone, for which the vapor
cell was not heated (referred to as ‘cold’), is performed. For such a short vapor cell
the OD is negligible at room temperature. This allows us to take a reference mea-
surement without the need to physically remove the vapor cell. Subsequently, the
atoms were heated up to 104(1) ◦C and the transmission of the probe through the
unpumped (‘probe’) and the pumped (‘probe and pump’) atoms was measured. A
further measurement was performed with the forbidden pump switched on as well.
With this measurement scheme the beneficial effect of the forbidden pump should
not be visible, since only the residual population in |s⟩ is probed. However, it al-
lows to investigate whether the forbidden pump has a negative effect on the atomic
polarization of the mI = +3

2 manifold.

By summing up the detections within a region of interest corresponding to the
probe pulse, the OD of the probed transition and ultimately the atomic polarization
for the mI = +3

2 manifold can be computed. In panel (b) a decaying noise slope
can be identified, which can be attributed to reflections in the setup3. In order to
avoid overestimating the transmission, the noise floor is subtracted from the probe
counts. The OD along the probe transition is given by OD = ln(Iin/Iout), where Iin
is approximated as the counts within the probe pulse of the reference measurement.
Likewise, Iout is the number of counts in the same time window for the pumped
measurements. For the unpumped scenario an ODun = 1.28(4) is measured, while
the optical pumping reduces it to ODp = 0.31(1). The forbidden pump only has a
minor effect on the OD along the probe transition, resulting in ODfp = 0.32(1).

As an assessment of the efficiency of the pumping process, the atomic polarization
can be estimated from these results. The following consideration will be restricted
only to the atoms in the mI = +3

2 manifold. We assume that the two ground states
are equally populated before pumping, due to a thermal distribution of the atoms.
The OD of the unpumped probe transition can be related to the total number
of atoms Ntot = N|g⟩ + N|s⟩ in the mI = +3

2 manifold through ODun ∝ Ntot/2.
Similarly, the OD of the pumped probe transition can be related to the residual
atomic population in |s⟩ through ODp ∝ N|s⟩. The atomic polarization α for the
mI = +3

2 manifold can be thus expressed as

α = N|g⟩

N|g⟩ +N|s⟩
= 1− N|s⟩

Ntot
≈ 1− ODp

2×ODun

. (5.6)

The measurements yield an atomic polarization of α = 87.9(5) %.

By repeating the same experimental procedure but varying the dark time between
the pump and probe pulses, which is also known as Franzen sequence [168], the
T1 lifetime of the prepared state can be determined. In order to have the same
pumping conditions for all dark times, a repetition rate of 10 kHz was chosen. The
pump lasers were turned off for 20 µs and the dark time was swept.

3These reflections were exclusively present with the slight changes in the setup necessary for the
pump-probe measurement. They were not observed in the storage and retrieval measurements.
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Figure 5.10: Characterization of the optical pumping in absorption. (a) Energy
scheme of the involved atomic levels. The atoms are probed along the signal transi-
tion while they are pumped on the control transition. The forbidden pump couples
the two different manifolds of the nuclear spin projection mI through a forbidden
transition. (b) Arrival-time histogram of the pump-probe measurement in absorp-
tion. The transmission of the probe in three different pumping scenarios is shown.
The transmission of the probe through the unheated cell (‘cold’) is used as a ref-
erence. For the measurement with the pump and forbidden pump laser the signal
is on the same order of magnitude as the noise. Theses measurements were not
corrected for the background since slight differences in the choice of the average
noise would have large repercussions on the computed OD. By not correcting the
counts the OD is slightly underestimated.

For this measurement an atomic temperature of 104(1) ◦C was set and both pump
and forbidden pump lasers were used. The data are well described by a single
exponential fit with three free parameters (time constant, amplitude, and offset)
yielding a lifetime of 6.9(6) µs. This behavior suggests that the lifetime is not limited
by wall collisions, as close to the cell walls the relaxation process cannot be described
by a single exponential decay [168]. The measured lifetime is shorter than what
would be expected according to [168] by considering spin exchange collisions, wall
collisions and buffer gas effects. This short lived state preparation, however, is
compatible with measurements I performed at the beginning of my work, which
lead to my decision to use another vapor cell for the imaging of the static magnetic
field (cf. Appendix B). Nevertheless, since the the memory lifetime is more than an
order of magnitude shorter than the lifetime of the state preparation, the latter is
currently not a limiting factor.

In order to exclude the pump power at hand as the limiting factor for the achieved
atomic polarization, I performed an additional transmission pump-probe experiment
where two DFB lasers were tuned to the pump transition, each pumping with 20 mW.
No significant difference in the measurement outcome was observed.
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Absorption By choosing the probe to be resonant to the signal transition, on the
other hand, the increase in OD induced by pump and forbidden pump fields can be
analyzed. The pump-probe scheme is depicted in Fig. 5.10(a). No changes need to
be applied to the memory setup, since the polarizations correspond to those of the
storage experiments. Merely the filtering stage was bypassed.

The same three different pump scenarios as for the transmission measurement plus
the reference signal were recorded. Figure 5.10(b) shows the various arrival-time
histograms. The OD for the unpumped system is ODun = 2.68(8). Due to the
stronger transition strength of the signal transition compared to the control tran-
sition probed in the transmission measurement above, the higher OD is expected.
For the pumped atoms ODs of ODp = 4.74(14) and ODfp = 5.90(17), including
the effect of the forbidden pump, were measured. Under these conditions it appears
that the forbidden pump laser increases the OD for the signal transition without
deteriorating the atomic polarization.

As a consistency check, the result of transmission and absorption measurements
can be compared. From the absorption measurement an unpumped OD of 2.68(8)
resulted for the π signal transition. According to the transmission measurement,
after pumping, the population in |g⟩ is 2×α = 1.76(1) times larger than in thermal
equilibrium. The expected OD for the pumped vapor cell is thus 2α × ODun =
4.71(14), which is in very good agreement with measured OD in the absorption
scheme.

An important phenomenon that needs to be considered when optically pumping
optically thick media is radiation trapping [233]. In an optically thick medium,
the photons emitted when the atoms relax from the excited state to the target
state constitute a background radiation that can transfer the atoms back into the
excited state and counteract the pumping effect. These fluorescence photons can
be absorbed and re-emitted several times by the vapor. When the atomic density
becomes too high, this multiple scattering competes with the pumping process and
degrades the spin polarization that can be achieved. Imperfect state preparation
then leads to Stokes noise during readout.

In [265] the effect of atomic and molecular buffer gases on the atomic polarization is
studied. For atomic buffer gas species the achievable spin-polarization by increasing
the buffer gas pressure saturates as soon as diffusion is no longer the dominant rea-
son for the depolarization. Radiation trapping is then the limiting factor, and even
increasing the buffer gas content further does not result in a higher polarization.
Using a molecular buffer gas in the vapor cell, however, introduces quenching: a
common technique used to limit radiation trapping by allowing the atoms to de-
cay through non-radiative channels. It appears that in our vapor cell, filled with
the atomic buffer gas Ar, we are limited by radiation trapping. To overcome this
limitation a vapor cell filled with N2 would be promising.

In [266] the authors studied the beneficial effects of quenching to avoid radiation
trapping in the context of atomic vapor quantum memories. By using N2 as buffer
gas they were able to significantly push the highest atomic temperature, and thus
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the OD, for which a near-perfect spin-polarization could be achieved. In Cs it is
advantageous to pump on the D1 line to further exploit the benefits of quenching,
due to the higher chance of quenching collisions occurring with atoms in the 6 2P1/2
state. This can be explained with the larger quenching cross-section, the probability
of quenching collisions occurring, for the D1 line compared to the D2, as well as the
longer lifetime of the D1 excited state making it more likely for a collision to take
place when the atom is excited. In Rb, however, the quenching cross-sections for
N2 are equal within their uncertainties for the D1 (37(4) Å2) and D2 (36(4) Å2) line
[267]. Furthermore, the difference between the excited state lifetime for the two D
lines in Rb is smaller than in Cs. Form these parameters I expect less difference in
quenching between the two Rb D lines compared to Cs.

The ‘pancake’-geometry of the vapor cell used for these measurements is inconvenient
in these regards. Usually, an elongated, thin cell would be preferred to have a high
OD along the optical axis allowing the fluorescence induced by the optical pumping
to easily escape in the transverse direction, thereby avoiding radiation trapping. For
this proof of principle experiment we did not have the opportunity of freely choosing
the cell design. For future developments, designing a suited cell geometry and an
adequate buffer gas composition will be a key point.

An early attempt to use one of the SOA switches to generate the probe pulses,
resulted in an unexpected behavior. A highly attenuated probe pulse seemed not to
be affected at all by the optical pumping. Our conclusion was that the probe pulse
was already so weak to be fully absorbed by the unpumped atom. The residual
pulse we measured consists only of ASE generated by the SOA. With a width of
about 30 nm, the ASE is sufficiently off-resonant not to interact with the atoms.
Pumping the atoms would therefore show no effect on the ASE component of the
pulse, assuming that the actual pulse is already fully absorbed by the atoms.

Effect of the Forbidden Pump In order to directly assess the effectiveness of the
forbidden pump and the mI = +1

2 -pump laser on the memory functionality I per-
formed a series of storage and retrieval measurements, all under the same conditions
but successively adding pumping beams. The here presented data was recorded with
an older version of the measurement setup compared to the one presented above and
has mainly qualitative value. It was not fully optimized and acousto-optic modula-
tors (AOMs) were used as optical switches instead of SOAs. The atomic temperature
was set to 98(1) ◦C. Figure 5.11 shows the arrival-time histograms of the noise sub-
tracted counts for the three measurements. The blue trace represents the scenario in
which only the pump depleting |s⟩ is on. The lowest retrieval peak and the largest
leakage can be observed. By switching on the forbidden pump as well during the
state preparation (red trace), less photons leak through the memory. These pho-
tons are not just incoherently absorbed. The retrieval peak is more than doubled
in amplitude, evidencing that the storage process has become more efficient. By
adding the mI = +1

2 -pump as well (see end of Ch. 4) the leakage peak decreases
even further, albeit at the cost of a smaller retrieval peak.
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Figure 5.11: In an early storage and retrieval experiment the effect of the forbidden
pump on the memory performance was assessed. While the forbidden pump lead
to an increase of the noise-corrected retrieval peak, the mI = +1

2 -pump did slightly
worsen the performance. The effect of the forbidden pump highly depends on the
chosen parameters. The data were collected for 1 min.

The beneficial effect of the forbidden pump observed in this particular configuration,
however, needs to be taken with caution. For higher temperatures, for example,
this beneficial effect seems not only to vanish, but noise is added as well. Given
the imperfect pumping within the mI = +3

2 manifold of the ground state, adding
atoms to it from the other nuclear spin states does not only contribute to a higher
efficiency of the process, but can contribute to noise stemming from atoms in |s⟩ as
well. A trade-off needs to be made. Further investigation is needed to improve and
understand the pumping scheme in order to take advantage of all the atoms in the
vapor cell.

5.3.4 Noise Characterization

The tuning of the etalons we use as spectral filters makes them well suited for analyz-
ing the different frequency components of a given light field. For a rather quick scan,
the etalon can be ramped in temperature in a continuous way by setting the target
temperature and enforcing a low maximum slope of the temperature ramp on the
TEC controller. After discarding a few ◦C at the beginning and the end of the scan,
the remaining part is linear. By always increasing the etalon temperature, hysteresis
is avoided. The expanding etalon shows consistently reproducible behavior, allowing
the recording of a separate reference measurement, where some light at the signal
frequency is added, to calibrate the frequency axis of the actual scan. By scanning
over at least one FSR in the linear region, the distance between the signal resonances
can be used to convert the x-axis to a frequency axis. Figure 5.12(a) shows a noise
spectrum recorded with this technique. In this scenario the first etalon (1.45 mm
thick) of the filter stage is scanned. A flip mirror after the etalon allows us to bypass
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Figure 5.12: (a) Continuous scan of the first etalon (1.45 mm) of the signal filter
stage. The noise spectrum is shown in red. The reference trace (blue), where
some laser light at the signal frequency was added, was used to calibrate the x-
axis through the known FSR of the etalon. The zero etalon detuning corresponds
to the etalon temperature used for the storage experiments. The narrow features
around −2π × 60 GHz in the reference trace can be attributed to turnovers of one
of the amplitude EOMs. (b) Stepwise scan of the temperature of the last etalon
of the signal filter stage. The measurement was taken with ∼ 2π × 200 MHz steps,
corresponding to 83.6 mK changes of the etalon temperature. Each single data point
shows the time-gated noise counts integrated over the retrieval time window. The
noise spectrum for two working point detunings is shown. The noise peak moves
with the chosen detuning. On resonance the noise appears to be less.

the rest of the filters and to pick up the beam for detection. By scanning the first
etalon, the polarization-filtered noise spectrum emitted by the memory is measured.
The recorded spectrum is, however, broadened by the 1.19 GHz FWHM bandwidth
of the filter. The etalon was scanned from 18 ◦C to 55 ◦C with a temperature ramp
of 0.05 ◦C s−1. The red trace shows the noise spectrum recorded for the memory
working at a detuning ∆ = −2π× 1 GHz while the signal input was blocked. Apart
from the main peak at FSR/2, corresponding to the control frequency, no other
distinct features can be resolved with this broad IRF. For the reference trace (blue)
some laser light at the signal frequency is added. The narrow features that can be
seen in the reference measurement at around −2π × 60 GHz are an artifact caused
by the turnover of one of the amplitude EOMs, since they are too narrow for being
a real feature of the scan. In this type of scan the noise generated during the whole
experimental sequence is integrated, including the fluorescence emitted during the
pumping process. For the memory operation we are particularly interested in the
composition of the noise during the retrieval window.

For this purpose, we have performed a time-gated noise measurement in which we
scanned the etalon in steps. This is in order to distinguish between fluorescence
caused by optical pumping and noise produced during retrieval, which is the only
component of the integrated counts detrimental for operation. In this type of mea-
surement both the TEC controller of the etalon as well as the time-tagger are in-
terfaced with the computer and controlled via a Matlab script. The routine I wrote
increases the etalon temperature one step at a time, comparing the setpoint with
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the actual temperature, as read out by the TEC controller, to determine whether
the etalon has thermalized. Once the temperature of the etalon is stable, the time-
to-digital converter is triggered to start recording timestamps until a predetermined
threshold value for the integration time (or file size) is met. The routine is looped to
achieve the desired scan range. After the data are recorded, the detections are gated
to the read-out window and are summed, constituting the noise level at one spe-
cific frequency point. This type of measurement requires more time to be recorded.
Additionally, in the absence of frequency locked lasers, the drift of the lasers is moni-
tored and compensated if necessary. Figure 5.12(b) shows a noise spectrum recorded
with this second method. Each single point corresponds to 5 min of integration. In
the presented plot the last etalon (4 mm) of the filter stage was scanned. The noise
measured at this stage represents the residual spectrum passing through the whole
filter stage except for the last etalon. The two traces represent two measurements
performed with the memory operated on resonance and with a red detuning of
2π × 1 GHz. The x-axis is converted to frequency by using the temperature tuning
coefficient, which depends on the thermal expansion coefficient of fused silica and is
a function of the wavelength, and by setting the resonance frequency to zero. The
recorded noise spectrum moves with the working point detuning. This characteristic
is expected from stimulated Raman scattering and FWM. The noise peak is higher
and narrower off resonance. It has, however, to be noted, that the experiments were
performed on different days and that the experimental conditions might thus have
been slightly different.

Both measurement techniques show the noise spectrum as modulo of the FSR. The
measured noise spectrum can thus be complicated to interpret. For an extensive
characterization of the noise spectrum, the same ‘optical spectrum analyzer’ setup
I discussed in Ch. 3, composed of cascaded etalons, could be used. This technique
is also of particular interest for analyzing the noise spectrum of the HPB memory,
once a higher spin-polarization is achieved with the state preparation.

5.4 Interfacing with SPDC Photons

After obtaining the first evidence that we were able to store WCPs attenuated to
the single photon level in such a short vapor cell with a high SNR, we decided to
interface the memory with the photon-pair source.

For interfacing the quantum memory with the heralded photon source, the main
DDG is programmed to accept an external trigger: in this way the detection of a
herald photon starts the storage sequence. Whereas with a deterministic source,
such as an attenuated laser, the experiment can be repeated periodically, for a
probabilistic source, like SPDC, the memory needs to react to the detection of a
herald. As a direct consequence, there is no earlier point in time, prior to the herald
detection, where a device with a long insertion delay could have been triggered. For
a periodic trigger, on the other hand, delays can be compensated by generating the
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trigger earlier. In this way, even delays longer than the experimental sequence can
be compensated.

For a probabilistic source this implies that the herald photon needs to arrive at
the detector before the signal photon reaches the memory. Furthermore, the delay
between herald detection and arrival of the signal should leave enough time for
the various devices to react. On the side of the herald photon, the time between
generation and detection can be kept as short as possible by building a compact setup
and by choosing fibers as short as possible. This is usually only a small contribution.
To guarantee that the memory, including all the electronics, has enough time to
react, the signal photon is additionally delayed. A delay line in the form of an
optical fiber grants a delay of about 5 ns m−1. For simplicity, we used the same
60 m fiber with AR end-facets as in the interfacing experiment in [29], giving us a
measured delay of 285 ns.

A delay just short enough to allow the electronics and pulse generation to switch is
desirable for the following reasons: Optical fibers have non negligible losses at NIR
wavelengths of about 4 dB km−1. Delays on the order of hundreds of m already have
considerable attenuation (only 91 % transmission for 100 m of fiber), which worsen
the heralding efficiency of the source. Furthermore, for measurements between sub-
sequently stored and retrieved photons, such as a HOM interference measurement
to determine their indistinguishability, the delay of the signal photons sets a re-
quirement on the memory lifetime and the repetition rate of the source. In fact,
the delay should not be longer than the memory lifetime. It is also worth mention-
ing that longer delays also reduce the maximally achievable repetition rate of the
experiment.

When selecting the electronic devices and the optical switches presented at the
beginning of the current chapter, great care was taken to ensure that the memory
logic would be able to react to a spontaneous trigger. In particular, this implied that
the insertion delays of the instruments and the switching time of the optical switches
were chosen to be faster than the adopted signal delay. Almost no modifications to
the setup had to be made for the switch to SPDC photons, since this memory was
planned from the beginning for a probabilistic source and with the experience from
Zeeman memory in mind.

The temporal alignment of the signal pulse and the control pulse also plays a role
in the optimal working point of the memory. Jitter in the electronics responsible
for generating the control pulse leads to a fluctuation of this time alignment. In
order to guarantee the stability of the temporal overlap of the falling control edge
with the signal pulse, a low-jitter detector channel is used for herald detection. By
doing so the largest jitter contribution for the control pulse generation is eliminated
(compared to the operation with a SPAD). The current limitation should now be
the AWG. For a detailed jitter budgeting of the devices used in our memory setups,
I refer the reader to Section 5.2.1 of [254].
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Figure 5.13: Experimental setup of the memory when interfaced with the SPDC
source. The setup of the photon-pair source is described in Section 3.4 and is il-
lustrated in Fig. 3.12. The detailed preparation of the control pulses and their
ASE filtration is the same as in Fig. 5.2. Upon the detection of a herald the
memory is triggered: the pump laser and the SPDC source are switched off and
the control pulse is generated. The detection in HBT configuration allows for mea-
suring the second-order correlations of the memory readout. Used abbreviations:
DM – dichroic mirror; SOA – semiconductor optical amplifier; IF – interference
filter; 50:50 – beam splitter with the specified branching ratio; PC – polarization
controller; SNSPD – superconducting nanowire single-photon detector.

5.4.1 Pump Crosstalk

Both the pump as well as the forbidden pump induce crosstalk with the SPDC
source. This manifests itself as a doubling of the herald rate compared to the
scenario where these lasers are physically blocked, even though there already is an
OI in the signal arm. By adding a second OI in the signal arm we can suppress
this effect. However, we only reach ∼85 % transmission, which is detrimental for
the heralding efficiency. Instead we preferred to change the pumping scheme. By
using a pump laser on the 87Rb D1 line, we can easily switch to a co-propagating
pump configuration while maintaining the same amount of available pump power,
resulting in practically the same degree of atomic state preparation. For pumping on
the D1 line, a home-built ECDL with AR coated laser diode (Toptica LD-790-0120-
AR-2) was used. The D1 pump can be easily overlapped onto the same spatial mode
as the control without significant loss of optical power by using a dichroic mirror
(Semrock RazorEdge LPD02-785RU-25 with specified transmissions TD1 = 97.4 %,
TD2 = 0.52 %). By combining the control and the pump beam after the fiber coupling
leading to the experimental stage, the waist in the vapor cell of the respective beam
can be individually set by choosing the focal length of the respective outcoupler.
During the first storage attempts the forbidden pump laser appeared to have negative
repercussions on the SNR. For this reason the forbidden pump was not used for the
following measurements. An interference filter was added to the spectral filtering
stage, since the pump induced noise leaked through the etalons and caused the
detectors to latch.
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Figure 5.14: Arrival-time histogram of a storage and retrieval measurement of
the HPB memory interfaced with the SPDC source. The bin size is 162 ps. Two
noise measurements are performed: for the red trace the read-in pulse is shifted to
arrive 20 ns earlier than the signal, while the green trace shows a measurement for
which the SPDC source was physically blocked. The (cut-off) leakage peak reaches
a peak value of 2.52 × 105 counts in the storage scenario, while 3.81 × 105 counts
are measured when the read-in pulse is shifted.

5.5 Storing Heralded Single Photons

In the idle state of the memory, when operated in the reactive mode, the pump laser
is on and continuously pumps the atoms into the initial state. Upon detection of a
herald, the DDG first relays the trigger to the Pockels cell and the SOA switches.
The switching of both the SPDC source and the pump laser is prioritized because
of the insertion delay and the increasing suppression with time respectively. Subse-
quently, the control pulse generation is triggered and finally the time-tagger records
the herald timestamp.

For a storage and retrieval measurement, the photon-pair source was operated with
a pumping power of 4.5 mW, resulting in a heralding rate of 2.26×105 s−1. The same
working point detuning as for the WCP storage experiments of ∆ = −2π×750 MHz
was used. The atomic temperature was empirically optimized to T = 93(1) ◦C. A
storage time of about 160 ns was chosen, as it is the minimum storage time when
switching the uncorrelated noise floor. The corresponding arrival-time histogram is
shown in Fig. 5.14.

For an integration time tint = 8 min, a total of Nherald = 1.09× 108 herald detections
were recorded, while the sum of the counts within the read-out window of 6.48 ns
was Nret = 7.23× 105.

The noise of the interfaced system was measured in two ways. The first way to
characterize the setup noise, probably the most widespread, is to physically block
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Figure 5.15: Arrival-time histogram of a storage and retrieval measurement of the
HPB memory interfaced with the SPDC source on a logarithmic scale. The bin
size is 162 ps. Two noise measurements are performed: for the red trace the read-in
pulse is shifted to arrive 20 ns earlier than the signal, while the green trace shows
a measurement for which the SPDC source was physically blocked. Within the
retrieval time window the two noise measurements are very similar. Labels A–G
are described in the text.

the heralded photon source4, as we did in the WCP measurement. Within the
read-out time window a total of Nn,block = 3.47 × 105 noise counts were recorded,
resulting in a SNRmem = 1.08(11). By performing the noise measurement this
way, however, the noise could be underestimated. In fact, the interface between
source and memory is prone to crosstalk between the two systems. This crosstalk is
eliminated by physically blocking the signal path and only the noise originating from
the memory itself would be accounted for. To capture the noise of the interfaced
systems, a second noise measurement is performed. Therein the read-in pulse (and
the corresponding reference pulse, for technical reasons) is shifted to arrive 20 ns
earlier. Due to this temporal misalignment, the single photons travel through the
memory without being stored: they are either incoherently absorbed or transmitted
due to the detuned working point (see the leakage peak in the noise trace at τ =
0 ns). Since the atomic response to the read-out pulse is also influenced by the write
pulse, we decided to shift the read-in pulse instead of omitting it. This keeps this
systematic error as small as possible. For such a measurement with a shifted read-in
pulse, Nn,shift = 3.52× 105 noise photons were detected within the retrieval window,
yielding an SNRtot = 1.05(11). There is almost no difference between the two noise
characterization measurements.

4To be more specific: Since the noise measurement is also triggered by the detection of a herald,
what is actually blocked is the signal arm, after signal and idler photons are separated by
polarization.
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In the histogram shown in Fig. 5.15, τ = 0 ns is chosen to coincide with the arrival
time of the signal photon. The steep edge that can be seen below label A is due to
the pump laser switching off. The programmed off time is 500 ns long. As in the
WCP scenario, the applied control pattern consists of four pulses. B and C mark the
precursor pulse and its shifted counterpart in the noise measurements respectively. D
is the time-shifted read-in pulse for the noise characterization. At zero time delay, we
see leakage of the signal photons in both the blue and the red trace. After the read-
in pulse, the features underneath E represent some unintentional readout. As in the
WCP scenario, the ringing of the control EOM induces some retrieval right after the
storage. At the time labeled F, the SPDC is turned off by the polarization rotation
of the downconversion pump by the Pockels cell. The insertion delay of the Pockels
cell is currently the element dictating the minimal storage time, while suppressing
the uncorrelated noise floor, due to its insertion delay. The shaded region represents
the 6.48 ns retrieval time window in which the read-out pulse arrives. The last pulse
is a reference pulse. The storage curve appears to have slightly more counts than
the noise curves, which could be explained by the occurrence of some retrieval. The
difference, however, is too small to enable a definitive statement. Label G signalizes
the turning on of the pump laser. The Pockels cell switches back on outside of the
region shown in the figure. While within the region of interest both the noise curves
have similar numbers of counts, it can be noticed that when the Pockels cell switches
off the source, the noise floor is higher than when the source is blocked.

For computing an accurate end-to-end efficiency, the heralding efficiency of the
source was measured right after the storage measurements. In a 80 × 81 ps long
coincidence window ηh = 42.8(16) % was measured. Considering that this efficiency
was measured with the delay line and the OI in the signal arm, it is as good as
could reasonably be expected. Detector channel 5 was used for this measurement
and 9.34×106 coincidences were measured for 2.66×107 detected heralds. Using the
measured ηh and the average of the two HBT detectors’ efficiency weighted by the de-
tector ratio as ηdet, Eq. (2.8) yields an end-to-end efficiency of η160 ns

e2e = 0.90(5) %.

In order to characterize the state accuracy of the retrieved photons, the conditioned
second-order autocorrelation is computed. A g

(2)
i:s,s = 1.290(33) is obtained for a

single 6.48 ns bin. The photon number statistics are dominated by the read-out
noise. A total of 1542 triple coincidences were detected in the integration time.
From the noise characterization with the time shifted read-in pulse a g(2)

noise = 1.81(8)
for the noise is obtained. The expected value for the g(2) for an incoherent noise
mixture can be estimated by using Eq. (2.10) where g(2)

input = 0.0298(1) was taken
from the SPDC source characterization. Using the equation mentioned above a
g

(2)
theo = 0.94(2) is expected, assuming a purely incoherent background. This strong

underestimation of the g(2) indicates that coherent noise sources are present and a
model that accounts for coherent processes, as in [55], should be used for comparison
to the data.
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5.6 Discussion

The presented proof-of-principle implementation of a quantum memory in the HPB
regime has demonstrated suitability for WCP storage in a short vapor cell. At the
beginning of the project it was not clear whether a micro-fabricated cell would allow
for storage and retrieval. By engineering a near-ideal three-level system, working in
a high bandwidth regime where the signal pulses are temporally significantly shorter
than the excited state lifetime, which allows us to time-gate the noise, and using
fast optical switches, we were able to measure a SNR = 7.9(8) (offset-corrected)
which is about a factor 2-times higher than what was originally achieved in the
hyperfine memory in [56]. The demonstration of non-classical statistics for the read-
out remains open. Having identified some of the current limitations, an optimized
design of the setup, especially the vapor cell, will help us overcome them in the next
iteration of the setup.

By correcting the SNR measured with the attenuated laser for the detection effi-
ciency of a WCP in an HBT setup, we can estimate the expected SNR for other
sources. The expected SNR can be estimated by SNRexp = ηsource × SNR/ηHBT,
where ηsource describes the outcoupling efficiency of the source intended to be used.
By plugging in the heralding efficiency of the SPDC source, we expect maximally a
SNR = 4.7(5) for the same storage time. In order to be able to suppress the uncor-
related noise background, however, the storage time needed to be prolonged from
80 ns to 160 ns. The end-to-end efficiency for the longer storage time is expected
to be approximately 71 % of the shorter one, which reduces the expected SNR as
well. All together, this results in an upper bound of 3.3(4) for the SNR we could
have expected for the HPB memory interfaced with the SPDC source, judging from
its performance with the WCPs. These numbers rely on the assumption that the
correction of the noise, performed to account for the leakage of the signal EOM, is
adequate. Furthermore, there are other factors affecting the SNR, which are not so
easy to estimate numerically. The forbidden pump was not used in the measurement
with the downconverted photons since it added noise. The total amount of atoms
in the mI = +3

2 manifold was therefore reduced, thus decreasing the efficiency of
the storage process. Although it is hard to estimate by which factor this effect
influences the SNR, it does decrease the above mentioned upper bound. The mea-
surements presented above were also recorded at different atomic temperatures. The
higher atomic temperature used for the storage experiment with the downconverted
photons can result in higher noise levels and therefore lower the SNR. The consider-
ations above rely on the assumption that the WCPs accurately mimic the heralded
single photons. While we modeled the temporal envelope of the pulses to resem-
ble those of the SPDC photons, we have no certainty that the modulator generates
transform-limited pulses. In that scenario the WCPs we stored would have a lower
bandwidth than the heralded photons, which could result in a reduced performance
due to a bandwidth mismatch. For future developments a spectral analysis of the
pulses would be helpful.

In the interfaced experiment the read-out is contaminated by noise, so that the
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single photon nature of the retrieved light could not be measured. The second-order
correlation is not compatible with an incoherent model, suggesting that coherent
noise processes are taking place. Due to the unwanted σ− component present in
the control light far off-resonant (about 55 GHz detuned) FWM becomes possible.
As we have seen in Ch. 2 FWM can become dominant over EIT even for ∆ = 0 if
the OD is high enough [164]. However, not only the OD, which in our scenario is
moderate, but also the Rb density, which on the other hand is high due to the thin
cell, plays a crucial role in determining the dominant process [162]. The high density
in our cell contributes to the noise also by limiting the degree of atomic polarization
that we can reach, thus leaving atoms in |s⟩, which through stimulated Raman
scattering can lead to noise at the signal frequency. Furthermore, the density could
also lead radiation trapping to contribute to the detected noise. From the noise
characterization measurements we have seen that the detected noise moves with the
working point detuning. This behavior is compatible with FWM and stimulated
Raman scattering, however not with collisional fluorescence, which remains at the
natural transition frequency. The latter can thus be excluded as dominant noise
source. All in all, reducing the density while keeping the OD constant would be
beneficial for reducing the noise.

Many of the limitations encountered in this proof-of-principle experiment can be
improved by designing a vapor cell specifically for this application. From the char-
acterization measurements of the initial state preparation we have learned that a
significant amount of atoms remains in the state |s⟩. While the read-out noise caused
by imperfect pumping may still allow a decent SNR to be measured when storing
WCPs, for the measurements with the downconverted photon as input it represents
one of the limitations that prevented us from measuring non-classical photon statis-
tics of the retrieval. As mentioned above, we are most likely limited by radiation
trapping in our vapor cell. Due to the short cell length we are forced to work at high
Rb densities in order to reach ODs for which the process is efficient. Furthermore,
Ar as atomic buffer gas does help in confining the atoms, but lacks the degrees of
freedom of a molecular buffer gas, which lead to quenching. To improve the atomic
state preparation, a vapor cell filled with a few tens of mbar of N2 should be used,
where the exact buffer gas pressure still needs to be investigated.

The OD is of paramount importance for an efficient storage and retrieval process.
The required high temperatures have further drawbacks. More collisions take place,
which results in dephasing when occurring during the write/read process [160], and
as mentioned above the resulting high number densities are disadvantageous for noise
processes. In the next iteration of the experiment longer vapor cells should be con-
sidered in order to achieve the same OD at a lower atomic temperature. Considering
the spatial magnetic field homogeneity, which I measured at the beginning of my
thesis (see Appendix B), we were overly cautious regarding the utilized cell lengths.
On the other hand we did not have a vapor cell with dimensions laying between large
spectroscopy cells and the micro-fabricated one at our disposal. Assuming the same
homogeneity along the optical axis as measured in the vertical direction, simply
using a thicker cell of the order of 10 mm in transmission would result in frequency
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shifts of at most a few MHz along the dimension of the cell. Alternatively, we could
use a miniaturized cell designed to internally route the beam along the vertical axis,
while having an optical path of about 10 mm. Various designs have been already
realized in micro-fabricated cells where the beam is internally routed by reflections
on angled surfaces to increase the path length. These designs were fabricated either
by micromachining [268], or directly etching [269] the silicon substrate and then HR
coating it, or by locally anodic bonding mirrors into the vapor cell [270].

Another way to improve the end-to-end efficiency is to minimize the losses through-
out the setup. While the number of optical elements in the signal arm has been kept
as low as possible, most optical components were AR coated, and the mode match-
ing for the fiber couplings optimized, the vapor cell itself remains a major cause
of losses. The cell has four uncoated surfaces plus the colored glass filter used to
absorb the heating laser, and even though it is specified to have low internal losses,
the interfaces cause reflections. Usually, after careful alignment of the angle of inci-
dence, a transmission of scarce 60 % through the cell-filter assembly is reached. By
AR coating these surfaces5 and using index-matching gel between the filter glasses
and the vapor cell the transmission could be significantly increased. Using the index
gel alone already increases the transmission through the cell assembly effortlessly
to 71 % (measured at the D1 line with unheated atoms). In this way fewer photons
are lost on their way in and out of the memory. It would be even more convenient
to directly reduce the number of surfaces, for example by using the filter glass itself
as material for the windows of the vapor cell. The viability of such an approach,
however, should be verified through a dedicated study, in order to assess specific
technological challenges such as hermeticity of the cell after bonding and differential
thermal expansion, to name a few.

Currently, the memory lifetime is limited due to diffusion of the atoms out of the
interaction volume. For broadband storage, large control intensities are necessary
to obtain an efficient process. With the available power, beam diameters < 1 mm
are a realistic upper bound. In order to prevent the atoms from diffusing out of the
volume addressed by the laser, the vapor cell could be designed to match the beam
profile. If paired with spin-preserving wall-coatings (some development/research in
the fabrication process would be necessary) the atoms would stay in the volume
interrogated by the laser. The new limitation of the memory lifetime would then be
the lifetime of the state preparation.

One of the next logical steps in the improvement of this memory is to reduce the spu-
rious readout induced by the limited suppression of the control EOM. Inspired by the
fast SOA switches we use for the pump lasers, we have been wondering for some time
already whether this technique could be transferred directly to a TA – after all the
physics behind the two amplifiers is the same. The obvious challenge was to develop
a driver capable of switching currents of several A (instead of a few hundreds of mA)
within a few ns, which would have meant substantial research and development time

5It would be already helpful to coat the easily accessible surfaces. Due to the fabrication process
it could be hard or even impossible to coat the interior surfaces of the vapor cell.
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for our electronics workshop and thus could not be justified before corresponding
proof-of-principle investigation. Very recently, however, a TA at 780 nm in a stan-
dard butterfly package (Eagleyard EYP-TPA-0780-03000-4006-BFU09-0000) with
pigtailed fiber input for the seed and a collimated free space output became avail-
able, along with a matched commercial fast current driver (Aerodiode CCS-HPP).
Following this new development, the idea of directly pulsing a TA through its op-
erating current was revived. The maximum CW output of the TA is specified to
be 3 W at 4 A. The driver’s manufacturer slightly modified the housing for us to
prevent clipping the free space output. Furthermore, they adapted the pin-layout
to match the one of the amplifier to allow us to directly solder the pins of the pack-
age to the driver, thereby keeping the electrical connections at a minimum length,
to avoid parasitic capacitance and thus obtain the steepest possible signal edges.
The maximum pulsed peak current is 4 A. A typical rise/fall time of 0.5 ns A−1 is
specified with a minimum pulse duration of 1 ns. The jitter is less than 8 ps. We
immediately started testing the paired devices and the first measurements showed
highly promising results. When operated in pulsed mode, the TA reaches 6 orders of
magnitude of suppression, as can be seen in Fig. 5.16. This is a great improvement
compared to the amplitude EOM suppression (cf. Fig. 5.4). The shortest optical
pulse that can be generated with approximately the maximum peak power is about
2.5 ns long. The current driver does not allow for pulse shaping. The temporal
envelope of the generated control pulses is best described as a rectangle, with the
programmed length corresponding to some on/off measure rather than a FWHM.
Having demonstrated the feasibility of directly pulsing a TA within the necessary
time scale while reaching a far greater suppression, the next step in the development
is its integration in the HPB memory setup, which is currently being pursued by
GB. By adding up the unwanted read-out during the storage time and the read-out
caused by the last reference pulse, the gain in efficiency that would come with a
pulsed TA can be estimated. Correcting the measured counts for a storage time of
80 ns for the WCP measurement approximately an additional 1 % could be gained
in efficiency.

Currently, all the lasers in the memory setup are free running. For the fast experi-
mental cycle, the intrinsic frequency stability of the laser is sufficient for integrations
up to about 10 min. To be on the safe side we monitored the different frequencies
and occasionally adjusted them throughout the measurements. Especially for the
the second-order correlation measurements, however, where it is important to in-
tegrate over longer periods of time for collecting a statistically relevant number
of coincidences, the limits of the frequency stability started to become noticeable.
Considering more complex setups, where for example multiple memories and single
photon sources are interfaced to form quantum network nodes, we would greatly
benefit from locked laser frequencies, since the necessary integration time generally
increases with the setup’s complexity. When working in the HPB regime, locking
the laser on an atomic transition becomes more difficult, since the reference cell used
for locking needs to experience the same environment as the experimental cell. To
that end, we would either need an intermittent locking scheme that is alternated
with the storage experiments, which however would reduce the repetition rate, or a
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Figure 5.16: Extinction ratio of the pulsed TA after filtering the ASE. The data
are binned in 12×81 ps time bins. An extinction of 6 orders of magnitude is reached
within a few ns. The extinction ratio is measured with the SNSPD, after the pulses
have been appropriately attenuated. We computed the expected dark counts per
bin to be Ndc = tintfrepfdctbin = 1.7. Comparing this value to the average count
floor far away from the ringing of 14.5 counts per bin this measurement results not
to be dark count limited.

second vapor cell (or a two chambered cell) would need to be placed in the magnetic
field to be used for an atomic lock. With the current electromagnet, however, the
latter would be impractical, given the spatial constraints resulting from the magnet’s
configuration for the most homogeneous field. A commonly used technique consists
of locking the lasers to another laser, which is referenced to an atomic transition,
through an offset lock by measuring their beat notes. This locking technique was
used in the hyperfine memory [56] to keep a constant detuning, corresponding to
the ground state splitting, between the signal and control frequencies. Due to the
large detunings involved in the HPB regime with respect to the unperturbed lines
this, however, might become unfeasible, at least for some transition frequencies. In
fact this technique requires fast electronics (with a bandwidth comparable to the
frequency splitting), which, depending on the specific transition, could be a limit-
ing factor. A more practical and versatile option, is to lock the lasers on a cavity
with an electronic sideband locking scheme, as we did with the source pump laser
in Section 3.2.2. For the SPDC source we chose to lock the laser to a passively
stable cavity. We used a spacer with an ultra low thermal expansion coefficient to
mount the mirrors and isolated the cavity by placing it in vacuum. Depending on
the required stability, the demands on the cavity design and price can considerably
increase. An alternative would be locking the laser on a transfer cavity – basically
the orthogonal approach to a passively stable cavity. Here the cavity is actively sta-
bilized by a piezoelectric actuator. The length of the cavity is locked to a reference
laser, which itself is stabilized in frequency, e.g. to an atomic transition. The only
requirement to the reference lasers’ wavelength is that it be easily separable from the
experiment laser, e.g. by a dichroic mirror. Obviously, the cavity needs to be coated
to be resonant to both lasers. Once the cavity length is stabilized, the experiment
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laser can either be locked directly to the cavity, e.g. with a PDH lock, if the discrete
FSR spaced steps give enough frequency resolution, or, alternatively, an electronic
sideband lock can be set up to freely choose the frequency to lock onto. Such trans-
fer cavities are used by Tilman Pfau’s research group in Stuttgart to stabilize their
1010 nm lasers. In [271] their cavity design is thoroughly described. Since the cavity
does not need to be intrinsically stable, the design was chosen to be modular, made
mainly out of commercial components, so that the cavity parameters could be easily
changed according to the desired requirements. In the beginning of 2022, together
with GB, I supervised Demian Ermel who set up such a transfer cavity in the frame
of his Bachelor’s research project to test its feasibility for future integration in the
memory setups.

For future developments of the HPB memory it would be of interest to investigate
the usefulness of microwave transitions for the memory scheme. On the one hand,
microwave pulses driving transitions between the ground states with |∆mI | = 1
could be used to help with the atomic state preparation. The microwave transitions
between adjacent ground states of the same mJ -manifold would be interesting to
drive for pumping the nuclear spin. Since the respective transitions have similar
frequencies, the open question is whether they can be individually addressed. For a
description of the microwave transition in a high magnetic field and their transition
strength I refer the reader to [168]. On the other hand, nuclear storage could be
investigated. Microwave π pulses could be used to transfer the shared coherent
excitation to another mI manifold. Since the nuclear spin relaxes slower than the
electronic one, a spin wave between two different mI states could prolong the memory
lifetime.
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Memory

The second approach we adopt in our laboratory to obtain a clean lambda scheme
is to isolate a four-level system by Zeeman-pumping the atomic ensemble. In this
approach in which the memory is, in fact, shielded against external fields, we rely on
optical pumping and polarization selection rules specific to the 87Rb D1 line. This
scheme allows us to suppress noise and spurious absorption channels, which were
limiting factors in the hyperfine memory [56].

While I was working on the SPDC source, Gianni Buser set up the Zeeman quantum
memory. Once the memory was operational, GB and I worked together closely to
prepare and perform the interfaced measurements with the heralded single-photon
source. In this hybrid interconnect we were able to demonstrate, for the first time,
storage and retrieval of true single photons in a broadband ground-state vapor-cell
quantum memory.

The Zeeman memory is already reported on in full detail in [29] and [254]. In this
chapter, in order to give the necessary context for the interfacing experiments that
we performed with the SPDC source, I will briefly introduce the working principle
and the setup of the Zeeman memory. Subsequently, I will present the storage and
retrieval measurements in which the non-classical statistics of the stored photon
are preserved in the read-out. Finally, the simulation introduced in Ch. 2 is used
to explore the effects of some experimentally controllable parameters. Through
comparison of the computed results with the measured data some shortcomings of
the simulation are discussed.

6.1 Memory Scheme

The Zeeman memory is operated on the 87Rb D1 line at 795 nm. The memory scheme
is illustrated in Fig. 6.1. Initially, the atomic ensemble is prepared by optically
pumping it into the stretched Zeeman ground state |g⟩ = |F = 2,mF = 2⟩. The
storage ground state |s⟩ = |F = 1,mF = 0⟩ and |g⟩ are coupled to the excited states
|e1⟩ = |F ′ = 1,m′

F = 1⟩ and |e2⟩ = |F ′ = 2,m′
F = 1⟩, isolating two lambda-systems.

The incoming, σ− polarized single photon is coherently mapped to a spin wave
between |g⟩ and |s⟩ by a σ+ polarized control pulse. This memory scheme overcomes
FWM noise. Usually, this type of noise is caused by the control pulse coupling off-
resonantly to the state |g⟩ [55, 54, 164]. This is avoided by preparing the initial
Zeeman state of the atomic vapor in the stretched state, as this state is dark for the
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control field. This scheme is specific to the D1 line of Rb due to the possible values
the total angular momentum of the excited states can take. In particular, it does
not work on Rb D2 because of the existence of the F ′ = 3 hyperfine state, which
allows off-resonant coupling of the control to |g⟩.

Furthermore, this scheme suppresses parasitic single-photon absorption channels
that do not contribute to storage [56]. This occurs when the single photon, instead of
being coherently stored, is incoherently absorbed on a transition that would require
a selection-rule forbidden mapping by the control to the storage state |s⟩. This can
for example happen to atoms initially in the mF = 0 state for hyperfine lambda
schemes involving π-polarized light [272]. In the hyperfine memory scheme the
state |F ′ = 2,m′

F = 0⟩ could absorb incoming photons but had no allowed control
transitions to store them, lowering the memories efficiency (for details see [254]).
These are common problems of memories without control over the Zeeman states
and were the limiting factors of the hyperfine pumped memory in [56]. By controlling
the Zeeman state and exploiting polarization selection rules both these problem can
be overcome [273].

In the isolated four-level system the ground states form a lambda-scheme with each
excited state. The pathways to |e1⟩ and |e2⟩ interfere destructively [274]. This
interference reduces the effective OD of the vapor, but does not lead to absorption
without storage. For the operation of the memory the choice of a good working point
is essential: It needs to be operated in a regime where one of the two transitions
dominates. This sets us in the regime of working point detunings that are lower or
comparable to the excited state splitting, but not between the two excited states. A
valid detuning rage spans about a GHz red detuned from |e1⟩ or blue detuned from
|e2⟩.

Working in the high-bandwidth regime is not only appealing for possible future
applications, it also is advantageous for reducing the read-out noise. By choosing a
single-photon bandwidth much larger than the radiative decay rate of the excited
states (2π×5.75 MHz for 87Rb D1), we are able to discriminate noise by time gating
the read-out, significantly suppressing collisional fluorescence noise.

The implemented memory scheme overcomes several major limitations of previous
implementations of ground-state memories in atomic vapors, finally allowing us to
measure the non-classical signature of the retrieval due to the low contamination
through noise counts.

6.2 Experimental Setup

Most devices in the setup of the Zeeman memory are the same as in the HPB
memory. I therefore refer the reader to the previous chapter for a detailed descrip-
tion of the setup and components of this experimental implementation. The most
significant difference is the available single-photon detector. For the interfacing mea-
surements with the Zeeman memory we still used SPADs to detect single photons.
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Figure 6.1: Energy level scheme for the Zeeman pumped memory. The atoms are
initially prepared in the stretched state |g⟩. Through control over the Zeeman state
of the atoms and polarization selection rules a four-level system is isolated. The
incoming photon is mapped to a coherent shared excitation between states |g⟩ and
|s⟩. By choosing a slight detuning ∆ we can work in a regime where the transition
to one of the excited states dominates.

Those are the same detectors used for the majority of the measurements presented
in Ch. 3 with a jitter of > 350 ps and a detection efficiency of about 60(6) %.

As a signal input for the memory, we used downconverted photons from the SPDC
source. For the interfaced measurements the source was operated in the double-
resonant OPO configuration as described in Ch. 3, including the updates necessary to
reduce the crosstalk between the two systems (see specifically Section 3.3). Including
the OI in the signal arm and the 60 m fiber delay line, a heralding efficiency of
ηh = 40(4) % was measured for a 6.48 ns coincidence window. High quality heralded
photons are generated by the source at the desired wavelength and sent to the
memory with a g(2)

input = 4.21(2)× 10−2 and a bandwidth of 370 MHz.

For the Zeeman memory experiment a 75 mm long vapor cell with 19 mm outer
diameter is used. The windows are wedged to avoid etalon effects. The cell is filled
with enriched 87Rb, with a 85Rb abundance specified as < 1 %. As buffer gas, 5 Torr
(about 6.67 mbar) of N2 are added to prevent the atoms from moving ballistically
and to improve the state preparation through quenching. The walls of the vapor
cell are coated in paraffin to preserve the spin polarization of the atoms after wall
collisions. The cell is located in a four-layer magnetic shield (Twinleaf MS-1L). A
conventional heater (Sacher Lasertechnik) is used to reach an atomic temperature
of 50(1) ◦C. This corresponds to a resonant OD of 25 on the signal transition. The
complete setup is sketched in Fig. 6.2.

In the idle state, the Zeeman memory is optically pumped continuously. The prepa-
ration of the atoms into the stretched Zeeman state requires two lasers. A circularly
polarized pump laser addresses the |F = 2,mF ⟩ → |F ′ = 2,m′

F = mF + 1⟩ transi-
tions while a repump, operating on the D2 line, depletes the lower hyperfine state
manifold by driving the |F = 1,mF ⟩ → |F ′,m′

F = mF + 1⟩ transitions. The repump
is chosen to be circularly polarized as well to aid the Zeeman pumping and out of ex-
perimental convenience. The CW powers at the memory level are 18 mW and 9 mW
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for the pump and repump respectively. The two pump laser beams are combined
on a dichroic mirror (Semrock RazorEdge LPD02-785RU-25) and are subsequently
coupled into the same optical fiber. On the experimental stage, the pump beams
have a 1/e2 diameter of 1 mm and are overlapped to the control beam under small
angle of 2.95(15) mrad with a D-shaped mirror. The initial atomic polarization is es-
timated to be > 98 %. Upon the detection of a herald photon the memory sequence
is started. At this point the pump lasers are switched off. This task is prioritized by
the DDG to allow the atoms in the excited state to relax. Each pump laser is indi-
vidually switched by a SOA, giving us independent temporal control over the beams.
To ensure a good state preparation, a minimum pumping time of 2 µs is enforced for
the presented measurement. During this minimum pumping time, detected herald
photons are ignored on a hardware level by the DDG. Simultaneously, the DDG also
switches off the downconversion source by sending a follower pulse to the Pockels
cell causing the rotation of the polarization of the 404 nm light field that pumps the
source. The original trigger from the herald SPAD is relayed to the second DDG,
which triggers less time-sensitive tasks: passing the TTL pulse on to the time-tagger
and initiating the generation of the control pulse. The control pulses are prepared
analogously to the HPB memory. The output of a home-built CW ECDL at 795 nm
is amplitude modulated by a fiber-integrated EOM. The AWG is programmed in
advance with the desired pulse shape. For this experiment the reference pulses are
omitted and the AWG pattern consists of a single pulse. Subsequently, the control
pulses are amplified with a TA (Toptica BoosTA pro 795 nm). In contrast to the
problems encountered in the HPB memory with pulsing the seed of the TA, here
this worked smoothly. The ASE filter stage is composed of two 795 nm IFs and two
2 mm etalons (FSR = 51(1) GHz, FWHM bandwidth of 1150(20) MHz). The control
pulses are coupled into an end-capped PM fiber and sent to the memory stage. A
maximum control peak power of 680(40) mW is estimated at the atoms. For the
storage and retrieval measurements the best results were obtained for an estimated
power of 190(20) mW.

Headed to the atoms, signal photon and control pulses are outcoupled with orthog-
onal linear polarizations. They are combined on an AR coated calcite prism after
which a quarter-wave plate converts the polarizations into the required counter-
rotating circular ones. Signal and control beams are directly focused on the center
of the vapor cell with their respective fiber outcouplers. The intention therein is to
reduce the number of optical elements in the signal arm. The waists are chosen large
enough that the beam sizes do not vary significantly due to divergence within the
length of the cell. For the signal (control) a 1/e diameter of 480(6) µm (520(6) µm)
is measured. A flip mirror before the vapor cell allows measuring the waist of the
beams with a beam profiler (DataRay WinCamD-UCD12) at an equivalent distance
to the cell’s center. After the vapor cell, wave plates linearize and align the polar-
izations of the two fields to the axis of a second calcite prism that is used to separate
the signal from the control. The wave plates before and after the cell are fixed in
kinematic rotation mounts for full control over their retardance. This is required to
fully exploit the > 80 dB polarization extinction ratio of the prisms.
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Spectral filtration is done by three 4 mm (FSR = 25.5(4) GHz, FWHM bandwidth
of 550(10) MHz) thick monolithic etalons. They were chosen to match the pho-
ton’s bandwidth. Each provides a −26 dB suppression at 6.8 GHz from the signal
frequency (corresponding to the ground-state splitting in the absence of external
magnetic field). In the signal arm, a total CW suppression of −160 dB of the con-
trol is achieved, including the polarization filtering. At the same time, a signal
transmission of T = 30(3) % through the setup with hot but unpumped atoms is
measured. Finally, the memory read-out is detected by two SPADs in HBT config-
uration. For minimizing counts due to stray light, the detection stage is enclosed in
a black foamboard box covered by several sheets of blackout fabric.

6.3 Interfacing Experiments

Figure 6.3(a) shows the arrival-time histogram for a storage and retrieval measure-
ment of SPDC photons. For this measurement, Gaussian control pulses with a
FWHM of 4 ns are programmed, resulting in 3.77(4) ns long optical pulses. Their
peak Rabi frequency on the |s⟩ → |e1⟩ transition is estimated to be 2π×400(30) MHz.
The working point detuning of the memory is empirically optimized for SNR and
efficiency to ∆ = −2π × 700 MHz. The control frequency is set to the target value
while measuring it with the wavelength meter and is then adjusted to optimize re-
trieval. This is done by monitoring the live histogram of the count rates of one
of the HBT detectors. The typical rate at which the experiment was repeated is
1.5 × 105 s−1, corresponding to the herald rate of the downconversion source for a
pump power of 4.5 mW.

Within an integration time tint = 20 min, a total of Nherald = 1.60× 108 heralds are
detected resulting in an equivalent amount of storage attempts. After a predeter-
mined storage time of 160 ns the read-out control pulse is applied. In a 6.48 ns wide
read-out window, Nret = 4.54×105 counts are accumulated. Two measures to assess
the read-out noise were performed. When the signal arm of the source is physically
blocked, Nnoise,mem = 2.91 × 104 counts are recorded in the retrieval time-window.
This yields a SNRmem = 14.6(20). However, this method does not account for any
noise originating from the source or the interface between the two systems. For
this reason we perform a second noise estimation where the write pulse is omitted.
This scenario is slightly different from the noise measurement performed in the HPB
memory, where the read-in pulse was shifted by 20 ns. In that case, the write pulse
was delayed by an amount long enough not to store the incoming photon, but still
short enough to induce a similar effect on the atoms. By omitting the write pulse
we induce a small systematic error as the atomic response during the retrieval time
is influenced by the read-in pulse. By omitting the read-in pulse we determine the
noise of the whole interfaced system, including the noise originating from crosstalk
as well. For this scenario Nnoise,tot = 3.86×104 noise counts were detected within the
region of interest. This results in a signal-to-noise ratio of SNRtot = 10.8(15). This
quantity results in a µ1 number of µ1 = ηh/SNRtot = 0.037(6). Following Eq. (2.8)
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6 Storing Single Photons in a Zeeman Memory

Figure 6.2: Sketch of the setup of the Zeeman memory interfaced with the SPDC
source. For a detailed description of the SPDC source see Ch. 3. Used abbreviations:
ECDL – external cavity diode laser; PC – Pockels cell; LP – long-pass filter; PBS
– polarizing beam splitter; DL – delay line; IF – interference filter; SPAD – single-
photon avalanche diode; SOA – semiconductor optical amplifier; DM – dichroic
mirror; EOM – electro-optical modulator; TA – tapered amplifier; DDG – digital
delay generator; AWG – arbitrary waveform generator; CP – calcite prism; µMS –
µ-metal magnetic shield.
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Figure 6.3: (a) Arrival-time histogram of the storage and retrieval measurement
of the Zeeman memory combined with the SPDC source. (b) Memory lifetime mea-
surement. The drop of efficiency is fit exponentially with ηe2e = η0 ns

e2e exp (−τs/τ).
The shaded region corresponds to the 1σ confidence interval of the fit. The pre-
sented data was measured a day after the result presented in panel (a) without
thoroughly re-optimizing the efficiency. The data were thus scaled by ∼ 15 % to
accurately estimate the internal efficiency of the main result.

the end-to-end efficiency of the Zeeman memory is η160 ns
e2e = 1.1(2) %. Computing the

conditioned second-order autocorrelation yields a g
(2)
i:s,s,ret = 0.177(23). This result

constitutes the first successful storage and retrieval of a non-classical state of light
from a broadband ground-state memory in atomic vapor. This is the first experi-
mental evidence for the feasibility of warm atomic ground-state memories, putting
to rest the prejudice of them being too noisy for preserving the single-photon nature.
In our experiment the noise has been successfully reduced to the point that the low
g

(2)
i:s,s at the input remains well below one even after the read-out. The statistical

error of the second-order correlation is given by 1/
√
N , where N is the number of

detected triple coincidences N = 57 within the region of interest. The measured
triple coincidences are too few to further time-resolve the region of interest with
reasonable error bars.

Analogously to the previous chapter, a memory lifetime measurement is performed
by repeating the experiment for different storage times (see Fig. 6.3(b)). Each
data point represents a storage and retrieval measurement integrated for 5 min.
The presented data was collected a day after the main result presented in panel (a)
without proceeding to re-optimize the transmission through the setup, which turned
out to be slightly lower. The efficiencies were thus scaled, so that the measurement
for τs = 160 ns matched the value of the main result. An exponential fit with two free
parameters yields the 1/e lifetime τ = 680(50) ns and an end-to-end efficiency for
zero storage time of η0 ns

e2e = 1.4(4) %. Correcting this quantity for the transmission
T through the setup yields an internal efficiency of η0 ns

int = 4.7(14) %. For longer
storage times the g(2) of the retrieval eventually increases. For a storage time of
700 ns the measured value is g(2)

i:s,s,ret = 0.503(93). The lifetime thus corresponds
roughly to the storage time for which g

(2)
i:s,s,ret ≤ 0.5.
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Figure 6.4: Arrival-time histogram of the combined storage and retrieval measure-
ment of the Zeeman memory with the SPDC source. Two different ways to assess
the noise are shown. The logarithmic scale allows to recognize small features from
the experimental sequence, labeled A–E, which are described in the main text.
The shaded region represents the retrieval time window of 6.48 ns. The data are
histogrammed in 1 ns (12× 81 ps) bins and the y-axis is normalized to the peak of
the no read-in curve in the read-out window (8325 counts).

Following the theoretical model in Eq. (2.10), for the measured counts within the
retrieval time window, a conditioned autocorrelation of g(2)

i:s,s,ret,theo = 0.204(29) is
expected, which is in good agreement with the measured value. For this estimation
we used the value g(2)

input obtained from the SPDC source characterization. For the
noise, on the other hand, a g

(2)
noise = 2 was assumed, since the noise counts that

accumulated within a reasonable integration time were too few to be statistically
evaluated with sufficient significance. Various thermal noise sources are expected.
Among those are uncorrelated noise form the heralded source, collisional fluores-
cence, and control-induced FWM. Leaking control laser light, on the other hand,
would result in a g(2)

noise = 1. In order to distinguish between these processes, a noise
spectrum was recorded by temperature-scanning the last etalon in the filter stage.
Collisional fluorescence peaks were indeed present in the spectrum at the expected
transition frequencies of the atoms for both F ′ → F = 2 and F ′ → F = 1. At the
latter frequency the control laser could also be observed. However, those frequency
components are well suppressed when the etalon is tuned to the signal frequency. No
further peaks were observed in the spectrum, confirming the suppression of FWM.
This justifies our assumption of g(2)

noise = 2, especially since a coherent noise process
would lead, were it present, to a strong underestimation of the estimated g(2) of the
retrieval [55]. By plotting the arrival-time histogram of the SPDC photon storage
experiment with a logarithmic y-axis, as shown in Fig. 6.4, various small features
illustrating the experimental sequence become visible. The three curves represent
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the storage and retrieval measurement and the two noise characterizations. Time
delay τ = 0 corresponds to the arrival time of the signal photon at the detector for
the case in which it is not stored but leaks through the memory. Around label A,
when the herald photon has already triggered the memory’s DDG, we can see the
exponentially decaying fluorescence of the atoms after the pump lasers are switched
off. The repump is switched 50 ns after the pump, in order to minimize the pop-
ulation in F = 1. After the single photon is stored, unintentional read-out can be
observed around label B. It can be recognized as the difference between the storage
and the no read-in trace. Unintentional read-out is caused, as in the HPB memory,
by leaking control light caused by a combination of the EOM ringing and its limited
extinction ratio of about 25 dB. An end-to-end (internal) efficiency of 0.38(5) %
(1.26(17) %) can be attributed to the spurious retrieval. The feature at τ = 30 ns
that can be seen in both the storage and the no read-in curve just below label B is
caused by afterpulsing of the SPADs. The steep edge labeled as C is caused by the
Pockels cell switching off the SPDC source (see Section 3.3). Since the Pockels cell
is triggered as early as possible, the edge at C consequently represents the minimum
storage time for which the uncorrelated noise floor can be suppressed. The shaded
region represents the 6.48 ns retrieval time window. The difference of two noise mea-
surement curves within the retrieval window can be attributed to the effect of the
read-in pulse on the atoms. At about τ = 300 ns (label D) both pump lasers are
switched back on again. The steep edge labeled as E is induced by the Pockels cell
rotating the polarization of the 404 nm pump back to generate new photon pairs.

6.4 Simulation

I performed the simulation described in Section 2.3 to compute the internal effi-
ciency as a function of the peak Rabi frequency Ωmax. The atomic parameters of
the Zeeman memory were used for this computation, as listed in Tab. 6.1. A Gaus-
sian control pulse with a fixed temporal FWHM of 3.77 ns is considered. For each
simulation point, the time alignment between signal and control pulse is optimized
with a discrete temporal resolution of about 8 % of the control width, correspond-
ing approximately to 300 ps, which is on the order of the detector jitter. To help
guide future improvements, experimentally controllable parameters are varied in the
simulation.

The simulation was first used to understand the effect of the two-photon detuning
∆tp on the maximum internal efficiency that can be reached for the chosen set of
parameters. As can be seen in Fig. 6.5(a), ∆tp has a strong effect on the achievable
efficiency. Intuitively, however, one would assume that minimizing the two-photon
detuning – thus bringing the memory into resonance – would make the process most
efficient. However, following the convention of [131] we define the two-photon de-
tuning as the difference between the control and signal detunings on their respective
single-photon transitions, ∆tp = ∆c − ∆s. Our experiment is performed in the
regime where Ω ≈ ∆ < ∆hfs. In this regime, a significant, time-dependent light shift
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Figure 6.5: Simulation of the internal memory efficiency for the known experi-
mental parameters as a function of the peak Rabi frequency. (a) Investigation of
the effect of different two-photon detunings on the internal efficiency. (b) Depen-
dency of the internal efficiency on the control beam waist. The simulation was run
for different control beam waists, where wc = 260(3) µm is the waist of the con-
trol in the vapor cell center as used in the experiment. A two-photon detuning of
∆tp/2π = −130 MHz was chosen for these simulations. The blue curve is the same
in both panels.

of the energy level is induced by the presence of the control pulse. Following the
used definition, however, this appears as a shift of the optimal two-photon detuning
from ∆tp = 0. Modeling the exact experimental scenario is hard since the experi-
mental value of ∆tp is difficult to determine with any certainty. In the experiment
the signal frequency is set once, while the control frequency is optimized for a fixed
Rabi frequency to yield the maximum end-to-end efficiency. There is no possibility
of a direct measurement of the two-photon detuning.

Having implemented a three-dimensional simulation with rotational symmetry
around the optical axis allows us to study the impact of different ratios of the beam
waists of signal and control beams. Obviously, the control beam needs to be at least
as large as the signal, otherwise the area of the signal outside of the control area
would just be absorbed by the atoms, instead of being coherently stored. However, it
is not straightforward to determine the optimal proportions. For this purpose I ran
the simulation for different control beam waists. Figure 6.5(b) shows the simulated
performance of the memory for different control waists for the optimal two-photon
detuning determined above. The simulation confirms that by choosing a larger con-
trol beam waist the efficiency of the process can be increased. With a control beam
significantly larger than the signal, a larger fraction of the atoms interacting with
the incoming photon experience the optimal control Rabi frequency, leading to a
more efficient process overall. This result directly motivated us to choose a control
waist of more than double the signal waist for the HPB memory.

The intent of these simulations is to guide future improvements for both memory
setups. Taking account of the interdependence of the many involved parameters, we
expect that the numerical computations will help us identify the operating regimes
with the best performance.
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6.5 Discussion

The signal to noise ratio achieved in this implementation demonstrates that ground-
state vapor memories operated in a broadband regime are, in fact, not too noisy
to preserve the number statistics of a stored photon after retrieval. Even though
the Zeeman memory was not optimized for long storage times, its time-bandwidth
product of B = τ × δν = 250(20) would be sufficient to directly show enhanced
synchronization rates of heralded SPSs.

The efficiency resulting from the measurements shown in Fig. 6.3(a) and Fig. 6.4
falls short of the values predicted by the simulation. This led us to identify some
experimental mechanisms that reduce the memory’s efficiency not captured by the
numerical simulation. The first effect not accounted for is the unintentional read-
out, which I mentioned before since it affects both memories. It is caused by the
ringing and limited suppression of the EOM inducing the shared excitation to be
read out prior to the time window of interest. This effect can be mitigated by using
optical switches with a better extinction ratio. To this end, we are investigating
the possibility to directly pulse a TA (see discussion of Ch. 5), which so far showed
a promising suppression of six orders of magnitude. Another issue not considered
in the simulation is that in the experiment the time alignment is limited by the
> 350 ps jitter of the detector. In [254] GB performed some tests with laser pulses,
where the detector jitter can be eliminated, to estimate the effect on the efficiency.
Due to the temporal misalignment of signal and control caused by the jitter of the
herald SPAD we expect the efficiency to decrease by a factor of < 0.90(5). In the
experiment described in this chapter, the time-alignment was limited by the timing
resolution of the herald SPAD. By replacing the SPADs with faster detectors, as
the SNSPDs we now have at our disposal, which have a timing resolution an order
of magnitude better, the jitter would be limited by the electronics. The remaining
jitter on the control pulse is expected to be 126(3) ps. These effects, plus the fact
that experimentally determining the two-photon detuning is difficult, make modeling
the exact experimental situation difficult. A last technical improvement that was
identified to enhance the performance of the current setup is the control laser. A
more powerful laser would allow us to widen the control beam waist in order to
achieve a more homogeneous interaction region.

Apart from the above mentioned technical improvements, the memory could be made
more efficient by increasing the OD. This change is technically straightforward to
implement by increasing the cell’s temperature. However, this would simultaneously
affect other figures of merit, especially the read-out noise. Further, because of the
interdependence of the parameters, with a change of the OD the working point
detuning and the Rabi frequency would need to be reoptimized. For this task,
a prediction of the noise, the fidelity, and the lifetime, which currently are not
implemented in the simulation, would be of great help. Furthermore, as we have seen
in the HPB memory, increasing the temperature can lead to high atomic densities
that become a limiting factor (e.g. for the state preparation).
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The lifetime of the Zeeman memory, which was not optimized for storage time,
is limited by the atoms diffusing out of the interaction volume. By matching the
transverse vapor cell size to the beam profile, the lifetime could be prolonged by
keeping the atoms in the region addressed by the control. In order to be useful,
the cell walls need to be anti-relaxation coated so that wall collisions do not induce
decoherence.

1In the simulation d is computed by using the equation for the resonant OD of a two-level system
OD = 3λ2

2π nRbL. Here, the first term represents the resonant scattering cross section, which
depends on the wavelength λ. The atomic number density nRb is given by nRb = pRb

kBT where
pRb is the rubidium vapor pressure (calculated according to the formula provided by Siddons et
al. [228]), kB is the Boltzmann constant and T is the temperature of the atoms. This approach
assumes a perfectly pumped scenario.

2For the simulation, the peak Rabi frequency Ωmax is derived from the experimentally available
peak power Pmax of the control pulse. The expression Ωmax = 0.5

√
(Γ2Imax)/(2Isat) is used.

The leading factor directly gives the theoreticians Rabi frequency. In this expression, Imax =
2Pmax

πω2
c

, where the factor of 2 accounts for considering a 1/e2 control waist ωc. Isat represents
the saturation intensity.
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Symbol Property Value

L Vapor cell length 75 mm
T Temperature 50 ◦C
d1 Theoretical resonant OD for a two-level system ∼ 1200
λ Wavelength 794.978 nm
∆e Excited state splitting 2π × 814.5 MHz
Γ D1 decay rate 2π × 5.75 MHz
Γhom Pressure broadening 82 MHz
∆s Detuning from resonance −2π × 700 MHz
∆tp = ∆c −∆s Two-photon detuning −2π × 130 MHz
τ0,s Time constant of the signal photon envelope 1.2 ns
ws Signal waist 240 µm
FWHMc Temporal width of the Gaussian control pulse 3.77 ns
Pmax Control peak power 190 mW
Ωmax

2 Theoretical peak Rabi frequency ∼ π × 415 MHz
wc Control beam waist 260 µm
µ1,g Relative dipole moment |g⟩ → |e1⟩

√
1/2

µ2,g Relative dipole moment |g⟩ → |e2⟩ −
√

1/6
µ1,s Relative dipole moment |s⟩ → |e1⟩ −

√
1/12

µ2,s Relative dipole moment |s⟩ → |e2⟩ −
√

1/4
nz Number of spatial grid points along z 35
nr Number of radial spatial grid points 35
nt Number of temporal grid points 1500
nv Number of velocity classes 21

Table 6.1: Atomic and numerical parameters used for the simulation of the Zeeman
pumped memory.
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The aim of this thesis was to implement, characterize, and interconnect alkali vapor
based quantum memories with a compatible SPS in order to demonstrate their
viability as key components for quantum networks. The focus was laid on broadband
quantum memories implemented in warm Rb vapor and on ways to engineer clean
three-level systems. A compatible room-temperature solid-state heralded SPS based
on SPDC was developed and improved. Finally, the two systems were successfully
interfaced.

Summary We developed an SPDC source optimized for high heralding efficien-
cies while at the same time being frequency- and bandwidth matched to broadband
atomic quantum memories in hot Rb vapor. By adopting a monolithic OPO ap-
proach we were able to achieve heralding efficiencies of 40(4) % (53(5) % with a short
fiber and no optical isolator) [64], beating the limitations of external cavity designs.
In a second iteration of the source design we were able to greatly improve the ease
of operability and considerably prolong the life span of the used ppKTP crystal.
Quite unexpectedly, we even managed to tune the signal wavelength to the Rb D2
line. This allowed us to use the same source for testing the performance of the HPB
memory with single photons as well.

On the quantum memory side, I successfully demonstrated storage and retrieval of
weak coherent pulses at the single-photon level in a novel broadband EIT memory.
By using a tesla-order applied magnetic field the atomic energy levels were tailored to
a nearly ideal three-level system, reducing possible noise channels. This experiment
constitutes, to my best knowledge, the first realization of a quantum memory in
a thin MEMS cell [65]. Even though the HPB memory setup can just be seen as
a proof-of-principle implementation with room for improvement, a good SNR was
achieved that is better than the one measured in the hyperfine memory described
in [56]. First interfacing attempts with the heralded SPS were performed. The
resulting SNR, however, was not high enough to preserve the non-classical signature
of the stored photons. This experiment was helpful in pointing out fundamental
improvements that need to be made on the vapor cell to enhance the memory’s
performance.

Interfacing the heralded SPS with the Zeeman-pumped memory allowed us to
demonstrate storage and retrieval of broadband single photons from a ground-state
atomic vapor cell memory for the first time. To reach this goal, the memory is pre-
pared in the stretched state by Zeeman optical pumping. By exploiting polarization
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selection rules, FWM noise can be eliminated, while operating the memory in a high-
bandwidth regime permits us to suppress the tail of the fluorescence noise by time-
gating, leveraging the short duration of the signal. The attained SNRtot = 10.8(15)
resulted in a retrieved g(2)

i:s,s = 0.177(23). Judging by the memory’s performance, the
requirement for an interfacing attempt with a quantum dot SPS can be estimated.
The emitters’ efficiency needs to correspond to at least µ1,mem = 0.027(4) in order
to achieve a SNR of 1, assuming it adds no noise.

Technical Improvements The first technical improvements to our experiments
are already being implemented at the time of writing. The single-photon detectors
limiting the time resolution of the Zeeman memory have been replaced with faster
ones for the storage and retrieval measurements of the HPB memory. In order to take
full advantage of the SNSPDs’ timing, the time-tagger should be updated as well,
even though this is not going to influence the jitter of the control pulse. Furthermore,
tests where a TA is used as an optical switch to create the control pulses are currently
being performed. First results suggest that the achieved suppression should prevent
untimely retrieval.

Both memory implementations would greatly benefit from custom-made vapor cells.
These cells should be designed to overcome what have proven to be major limita-
tions in the current implementations. For the HPB memory, the state preparation
is currently limited by the absence of a quenching buffer gas combined with the high
Rb density. Using a thin vapor cell with N2 as buffer gas would improve the max-
imum reachable atomic polarization while still confining the atoms to a sufficiently
homogeneous region of the magnetic field. Based on the measurements of the homo-
geneity of the magnetic field, there is good reason to believe that a 10 mm-long cell
would be compatible with the current electromagnet. With a longer cell at our dis-
posal, the same OD could be reached at lower Rb number densities. Lower densities
further aid the pumping process and additionally reduce noise sources. Both mem-
ories would benefit from designer vapor cells where the transverse cell dimension is
matched to the beam profile. In this way, diffusion out of the interaction region
would not limit the lifetime anymore. In order to exploit the advantages of such a
design, anti-relaxation wall coatings are necessary to prevent the depolarization of
the alkali spin upon collisions with the cell walls. To fully exploit the scalability
potential offered by vapor cell memories, such design changes could be implemented
using MEMS technology [52]. Instead of using thin cells in transmission, as we did
in the HPB memory, a design where the beam is reflected within the cell would
enable longer optical paths through the vapor while keeping the dimensions of the
cell small [268, 269, 270]. Furthermore, such cells could be produced using wafer-
compatible fabrication techniques, which would allow mass production and reduce
costs. MEMS vapor cells have been developed over the last decade and have been
successfully used for the realization of compact atomic clocks, magnetometers, and
gyroscopes [275, 52].
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Synchronization of Single Photons Once a slightly longer memory lifetime (on
the order of a few µs) is achieved, it would be interesting to determine the indis-
tinguishability of a photon stored in a vapor memory and one successively emitted
from the SPDC source with a HOM interference measurement. This experiment
would require the first photon to be stored in the memory until its release upon the
detection of the herald photon of the successively generated photon pair. The second
photon is then routed through a delay line, instead of going to the memory, so that
the coincidences can be measured as a function of the arrival-time delay of the two
photons on the beam-splitter. So far, we have always used predetermined storage
times in both our memory experiments. By the way they are implemented, how-
ever, the read-out could easily be initiated by an external trigger on-demand. The
memory would then also read out asynchronously, as is required for most practical
applications.

Asynchronous read-out would also allow us to directly synchronize SPDC sources.
For the Zeeman memory, even though its storage time currently is not optimized,
the time-bandwidth product of B = 250(20), resulting from the high bandwidth,
would be sufficient to demonstrate synchronization enhanced coincidence rates.

Quantum Dot Single-Photon Storage A major result and a step forward would
be to demonstrate the successful storage and retrieval of a single photon emitted
from a semiconductor quantum dot [97, 60]. Such a demonstration would enable
many exciting experiments in the field of quantum networking. Considering the
progress that has recently been achieved with GaAs quantum dots [98, 61, 62],
this goal seems to be within reach. With the current performance of the Zeeman
memory and no added noise originating from the source, the expected SNR when
interfaced with an arbitrary SPS can be estimated to be ηsource/µ1,mem = ηsource ×
37(6). With the extraction techniques being explored in InGaAs quantum dots, such
as the microcavities that recently led to the excellent end-to-end efficiencies reported
in [63], it seems likely that GaAs quantum dots might soon follow with similar
efficiencies. Even choosing lower Purcell factors, in order to limit the broadening of
the generated photons, such microcavities could enable the interfacing with atomic
vapor memories, yielding high SNRs.

Quantum Networking Such an interconnect would open up many possibilities,
marking the step from the realization of elementary components to the first sim-
ple, yet fundamental, quantum networking applications, which would benefit from
deterministic sources due to better scaling of success rates.

A good starting point would be to generate broadband entanglement between two
separate memories A and B. By using a 50:50 beam splitter after an SPS, path
entanglement between the two spatial modes of the photon is created. The super-
position of these two modes can successively be stored by memories in each arm. In
this way, the entanglement of the modes is transferred to the two memories. The
state of the memories is |1⟩A |0⟩B + |0⟩A |1⟩B, where 0 and 1 represent the number of
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7 Summary and Outlook

Figure 7.1: Scheme proposed by Sangouard et al. in [43] to create entanglement
between remote locations. Each node consists of a SPS and a quantum memory
(QM).

quanta stored in the memory. This type of entanglement was proven to be as useful
as, for example, polarization entanglement [276].

A logical next step would then be to create entanglement between two (remote)
memories using a networking scheme, e.g. the Sangouard scheme [43]. The archi-
tecture of the Sangouard scheme is visualized in Fig. 7.1. The nodes A and B are
each equipped with an SPS that ideally emits a photon when triggered, which is sent
to an unbalanced1 beam splitter. The reflected output mode of the splitter is stored
in the quantum memory, while the transmitted mode is sent to a beam splitter in
a central station. The detection of a single photon at the central station heralds
the storage of the second photon with high probability, due to the unbalanced local
beam splitter. Since the measurement erases the which-path information, the two
quantum memories are thus entangled, sharing a single excitation. This scheme over-
comes the inherent performance limitations of the DLCZ-protocol, since it lacks the
fundamental error source of multi-photon generation, which expresses as |1⟩A |1⟩B
error terms corresponding to two full memories and scales proportionally to the en-
tanglement generation probability. This architecture would allow us to exploit the
advantages of a hybrid approach.

By adding quantum frequency converters to the outputs of each node leading to the
central station in the scheme described above, the distance between the two entan-
gled memories could be increased significantly. Through conversion to the telecom
C-band wavelength, the photons could propagate through fibers for significantly
longer distances, compared to NIR wavelengths, before absorption losses became an
issue. The frequency conversion would furthermore add the benefit that the two
memories between which the entanglement is shared, do not necessarily need to
work at the same frequency. One could for example operate at 780 nm while the
other operates at 795 nm. It has in fact already been demonstrated that QFC can
be used to make photons from separate sources more indistinguishable [144].

1What transmission to choose for the beam splitter depends upon the exact considered scenario
(distance, channel losses, efficiency of the SPS, etc.) and requires optimization for obtaining
the best performance of the scheme [43].
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7 Summary and Outlook

The high bandwidth and the room-temperature operation of the developed platform
constitute a technologically relevant regime for future experiments. The results re-
ported in this thesis may thus contribute to the development of broadband quantum
networks.
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Appendix A
Excited State Coefficients

The various constants and g-factors that are needed to compute the Hamiltonian
for the ground states or the D excited states can be found in Tab. A.1.

Figure A.1 shows the level structure of the Rb atoms in the HPB regime with the
corresponding splittings for an applied magnetic field of about 1.06 T.

A.1 5 2P1/2 Term

For the 5 2P1/2 term the Hamiltonian has the same form as the one of the ground
state 5 2S1/2 (see Eq. (4.8)), merely the magnetic dipole constants are different. The
general combination of |mJ ,mI⟩ states corresponds to the one of the ground states,
shown in Tab. 4.1. However, the generalized coefficients ai and bi reach their final
values 1 and 0, respectively, at much lower magnetic fields. The coefficients for the
5 2P1/2 term are shown as a function of the applied magnetic field in Fig. A.2.

A.2 5 2P3/2 Term

For the 5 2P3/2 term, the quadrupole term in the Hamiltonian is non-zero resulting
in the lengthier expression:

Ĥ = Ahfs

ℏ2 Î · Ĵ+ Bhfs

2I (2I − 1) J (2J − 1)

(
3
(
Î · Ĵ

)2
+ 3

2
(
Î · Ĵ

)
− I (I + 1) J (J + 1)

)
+µBBz

ℏ
(
gJ Ĵz + gI Îz

)
. (A.1)

The combinations of |mJ ,mI⟩ states can now be composed of up to four states. They
can be found in Tab. A.2. Figure A.3 shows how the generalized coefficients vary as
a function of the magnetic field. They are arranged as in the low field scenario.
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A Excited State Coefficients

Symbol Property Value

A
5 2S1/2
hfs Magnetic dipole constant, 5 2S1/2 h · 3.417 341 305 452 145(45) GHz

A
5 2P1/2
hfs Magnetic dipole constant, 5 2P1/2 h · 407.25(63) MHz

A
5 2P3/2
hfs Magnetic dipole constant, 5 2P3/2 h · 84.7185(20) MHz

B
5 2P3/2
hfs Electric quadrupole constant, 5 2P3/2 h · 12.4965(37) MHz

gS Electron spin g-factor 2.002 319 304 362 2(15)
gL Electron orbital g-factor 0.999 993 69
g

5 2S1/2
J Fine structure Landé g-factor, 5 2S1/2 2.002 331 13(20)
g

5 2P1/2
J Fine structure Landé g-factor, 5 2P1/2 0.666
g

5 2P3/2
J Fine structure Landé g-factor, 5 2P3/2 1.3362(13)
gI Nuclear g-factor −0.000 995 141 4(10)

Table A.1: D transition hyperfine structure constants and g-factors for 87Rb as
listed in [217].

Figure A.1: Energy splittings for the ground and D2 excited state for an applied
magnetic field of 1.06 T.
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Figure A.2: Generalized coefficients of the 5 2P1/2 term as a function of the applied magnetic field. The panels are numbered
in order of increasing energy of the levels in a high magnetic field.
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A
Excited

State
C

oeffi
cients

Level Weak field Intermediate regime / General Strong field
|F,mF ⟩ |mJ ,mI⟩ |mJ ,mI⟩

1 |0, 0⟩ a1 |−3/2, 3/2⟩+ b1 |−1/2, 1/2⟩+ c1 |1/2,−1/2⟩+ d1 |3/2,−3/2⟩ |−3/2, 3/2⟩
2 |1,−1⟩ a2 |−3/2, 1/2⟩+ b2 |−1/2,−1/2⟩+ c2 |1/2,−3/2⟩ |−3/2, 1/2⟩
3 |2,−2⟩ a3 |−3/2,−1/2⟩+ b3 |−1/2,−3/2⟩ |−3/2,−1/2⟩
4 |3,−3⟩ |−3/2,−3/2⟩ |−3/2,−3/2⟩
5 |1, 1⟩ a5 |−1/2, 3/2⟩+ b5 |1/2, 1/2⟩+ c5 |3/2,−1/2⟩ |−1/2, 3/2⟩
6 |1, 0⟩ a6 |−1/2, 1/2⟩+ b6 |−3/2, 3/2⟩+ c6 |3/2,−3/2⟩+ d6 |1/2,−1/2⟩ |−1/2, 1/2⟩
7 |2,−1⟩ a7 |−1/2,−1/2⟩+ b7 |1/2,−3/2⟩+ c7 |−3/2, 1/2⟩ |−1/2,−1/2⟩
8 |3,−2⟩ a8 |−1/2,−3/2⟩+ b8 |−3/2,−1/2⟩ |−1/2,−3/2⟩
9 |3,−1⟩ a9 |1/2,−3/2⟩+ b9 |−1/2,−1/2⟩+ c9 |−3/2, 1/2⟩ |1/2,−3/2⟩
10 |2, 0⟩ a10 |1/2,−1/2⟩+ b10 |3/2,−3/2⟩+ c10 |−3/2, 3/2⟩+ d10 |−1/2, 1/2⟩ |1/2,−1/2⟩
11 |2, 1⟩ a11 |1/2, 1/2⟩+ b11 |−1/2, 3/2⟩+ c11 |3/2,−1/2⟩ |1/2, 1/2⟩
12 |2, 2⟩ a12 |1/2, 3/2⟩+ b12 |3/2, 1/2⟩ |1/2, 3/2⟩
13 |3, 0⟩ a13 |3/2,−3/2⟩+ b13 |−1/2, 1/2⟩+ c13 |1/2,−1/2⟩+ d13 |−3/2, 3/2⟩ |3/2,−3/2⟩
14 |3, 1⟩ a14 |3/2,−1/2⟩+ b14 |1/2, 1/2⟩+ c14 |−1/2, 3/2⟩ |3/2,−1/2⟩
15 |3, 2⟩ a15 |3/2, 1/2⟩+ b15 |1/2, 3/2⟩ |3/2, 1/2⟩
16 |3, 3⟩ |3/2, 3/2⟩ |3/2, 3/2⟩

Table A.2: Table summarizing the general combination of |mJ , mI⟩ states composing the various energy levels of the 87Rb
5 2P3/2 term. The levels are listed in order of increasing energy.
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Figure A.3: Generalized coefficients of the 5 2P3/2 term as a function of the applied magnetic field. The panels are numbered
in order of increasing energy of the levels in a high magnetic field.
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Appendix B
Imaging the Static Magnetic Field

Working in the hyperfine Paschen-Back regime can be advantageous for realizing a
quantum memory in hot atomic vapor. However, the applied static magnetic field
needs to fulfill specific requirements concerning spatial and temporal homogeneity
to ensure that all the atoms within the interaction volume experience the same
field throughout the whole storage and retrieval process. This is a prerequisite
for the memory to work efficiently. At the beginning of the work leading to my
thesis, I characterized the spatial transverse distribution of the static magnetic field
generated by the electromagnet by imaging it. For this purpose, I used the imaging
techniques described in Ch. 7 and 8 of [168].

Due to the relatively low buffer gas pressure in cell #106 (the cell that has been
used for the experiments in Chapters 4 and 5), the lifetime of the state preparation
results to be on the order of only 7 µs. The performed imaging characterization is
slow. I thus decided to utilize the M2 cell for this characterization, as it has the same
geometry and has previously been used by Andrew Horsley for a big portion of his
work. The most important properties of this cell are listed in Tab. B.1. Furthermore,
for purely technical reasons, the imaging was performed at a field of 0.780(15) T.
At this applied field, the ground state splitting of the mI = −3

2 manifold (between
states A4 and A5) is below 18 GHz, allowing us to use a 6 – 18 GHz microwave
amplifier, which has a significantly higher gain than the higher bandwidth amplifier
we have at our disposal.

For imaging the static magnetic field, we take a pulsed double resonance (DR)
spectrum of the cell. This is done with a pump-probe measurement, similar to a
Rabi sequence, with the distinction of a fixed MW pulse duration and a scan of

Property Value

thickness 2 mm
diameter 5 mm
87Rb abundance 75 %
N2 pressure 15.3 mbar
Ar pressure 18.7 mbar

Table B.1: Properties of the M2 vapor cell used to characterize the static magnetic
field generated with the electromagnet. Values as they are reported in [168].
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B Imaging the Static Magnetic Field

the MW frequency from shot to shot. Two lasers and a microwave ‘antenna’ are
used for this purpose. The latter is composed of a short-circuited SMA connector
(see Section 8.3 in [168]). Both the pump and the probe laser are tuned to be on
resonance to the π-polarized transition coupling to the A5 state.

B.1 Absorption Imaging

For this characterization the technique of absorption imaging is applied (see
Ref. [168]). To image the static magnetic field a DR imaging sequence is applied.
In a first phase the laser optically pumps the atoms, depleting the ground state it
addresses (A5). Subsequently, a microwave pulse is applied. Its duration is chosen
to be approximately that of a π-pulse for the central region of the cell. The sequence
concludes with a probe pulse, which is then imaged by the camera.

In order to be able to calibrate the acquired images for spatial variations of probe
pulse intensity and stray light, we take reference images and dark images in addition
to the actual image. The reference image follows the same optical sequence as the
actual image, however, no microwave is injected. It is acquired immediately after
the actual image to ensure the same experimental and environmental conditions.
Two dark images are captured. These dark images are taken after the actual and
reference pulse sequences respectively, with the difference that no probe pulses were
applied.

With this method, the difference in optical depth ∆ODMW induced by the microwave
pulse can be determined. From the four recorded images the spatial distribution of
∆ODMW can be obtained by applying the following operation to the data

∆ODMW = ln
(
Iact − Idark1

Iref − Idark2

)
. (B.1)

In order to obtain the DR spectrum, the measurement sequence is repeated sweeping
the microwave frequency around the hyperfine resonance from shot to shot, while
keeping the dark time between the laser pulses and the MW pulse duration fixed.
As a first step in the evaluation we determine the resonant microwave frequency as a
function of space. Each pixel of the recorded ∆ODMW images is plotted as a function
of the frequency sweep, resulting in a DR peak for the evaluated pixel. By fitting
this resonance for each individual pixel, we obtain the resonance frequency of the
A4 to A5 hyperfine transition across the cell. The change in the transition frequency
can be linked to local changes of the energy splitting, as the atoms experience slight
spatial variations in the static magnetic field. The static magnetic field can be
computed numerically from the distribution of the resonant microwave frequency. I
do so by comparing the resonance frequency to the eigenvalues of the Hamiltonian
used to compute the Breit-Rabi diagrams, described in Ch. 4.

The experiment is controlled by an automated Matlab script slightly adapted from
the experiment control scripts AH wrote. Each run of the experimental sequence is

182



B.2 Experimental Setup

Figure B.1: Imaging setup used to characterize the spatial homogeneity of the
static magnetic field. Shown is the optical setup and the microwave circuit.

composed of multiple shots – 500 for the measurement presented further down. From
shot to shot, experimental parameters are changed; here the microwave frequency.
For this measurement, I averaged the data over 3 identical runs. Usually, the dark
images are acquired once a day for each specific setup.

This imaging technique allows us to resolve the transverse direction of the static
magnetic field. However, it is important to note that technically, the average of the
field over the thickness of the cell along the optical direction is being measured. The
position of the cell along the optical axis can be fine-tuned using a linear translation
stage by optimizing for the narrowest DR peak. Furthermore, since the experimental
sequence runs for several seconds, the obtained field is also an average over time.

B.2 Experimental Setup

For the characterization of the static magnetic field I used a pump-probe setup,
shown in Fig. B.1, with two separate lasers, each switched by an AOM (Gooch &
Housego 3080-122). Two DFB lasers were used for this purpose. The pump beam is
aligned counter-propagating under a small angle to the optical axis. This counter-
propagating alignment is chosen to avoid saturating the camera’s CCD. In fact, even
photons that hit the CCD outside of the exposure time can contribute to noise or
even saturation (charge builds up and is read-out at a later point in time). The
vapor cell is heated with an IR laser, as described in Ch. 4, with the only difference
being that I still used the old heating laser (Seminex 15P-112) here.

Two digital delay generators (SRS DG645 with combinatorial outputs) provide the
TTL triggers for all other devices involved in the experimental sequence. The DDGs
are interfaced with the computer via TCP/IP. The ‘master’ delay generator is set
to internal single-shot mode, and gets itself a trigger from the Matlab script at the
beginning of each shot. This first device relays the triggers to the AOMs of pump
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B Imaging the Static Magnetic Field

and probe lasers and triggers the ‘slave’ delay generator. The latter triggers the
microwave switch and the CCD camera.

In order to appropriately time the experiment, the various delays need to be mea-
sured and considered in the pulse pattern.

Microwave Generation The inset of Fig. B.1 shows the microwave circuit I used
for the generation and delivery of the microwave pulses to the vapor cell. For
generating the microwave signal I used a synthesized sweeper (Hewlett Packard
8340B, now Keysight Technologies) able to provide an output frequency in the range
of 10 MHz to 26.5 GHz, which could be computer-controlled through GPIB. The
signal is passed to a switch (American Microwave Corporation SWCH1K-DC40-
SK), which is triggered by TTL follower pulses. Finally, the signal is amplified. I
used an amplifier (Miteq AMF-2B-06001800-65-35P) which provides 45 dB of gain,
at a maximum output power of 35 dBm, in the frequency range of 6 – 18 GHz. The
amplifier is protected from backreflections by a circulator (Ditom DMC6018). As
an antenna I used a short-circuited SMA jack (Molex 73251-2120). This technique
was used before in [168]. Due to its small size, the SMA jack can be placed close to
the vapor cell even in the tightly confined geometry of the electromagnet.

The antenna and the IR light might lead to local heating of the cell and thus to the
condensation of Rb on the coldest spot of the vapor cell. If Rb droplets build up on
the vapor cell windows, it is necessary to clean the cell. In the appendix of [168] an
appropriate cleaning technique is described.

Detection For the detection, a scientific monochromatic CCD camera (Allied Vi-
sion Guppy Pro F031B) is used. The sensor is composed of 492× 656 pixels, each of
which has a size of 5.6× 5.6 µm2. The minimal exposure time corresponds to 75 µs.
With a frame rate of 123 fps, the camera is reasonably fast. It, however, constitutes
the limiting factor in the repetition rate of the experiment.

B.3 Characterization and Conclusion

Figure B.2 shows an image of the static magnetic field reconstructed from the mea-
sured data. For this measurement a microwave center frequency of 17.316 GHz was
chosen. A scan of ±12.5 MHz around the center frequency was performed in 50 kHz
steps. The initial atomic state was prepared for 50 ms. The duration of the mi-
crowave pulse was set to 5 µs. For the probe pulse a duration of 0.5 µs was chosen.
The vertical position of the cell was varied until the field decreased both towards
the top and the bottom of the cell. Strangely, this was not the case when the cell
was placed in the geometric center of the ferromagnetic cores. Surface imperfections
and rust building up on the electromagnet may have contributed to this effect.
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Figure B.2: Spatial distribution of the static magnetic field BDC = 784.43 mT +
∆B measured with the absorption imaging setup. The contour lines are spaced in
3 µT steps. The whole cell is illuminated by the probe beam. The conversion of the
spatial axes from pixels to millimeters has been performed by using the known cell
diameter of 5 mm.

The magnetic field varies over 27 µT over the full width of the vapor cell (5 mm). The
interaction volume that will be addressed by the signal and control in the storage
experiments will be small compared to the whole size of the cell. The beam sizes
will be smaller than 0.5 mm, resulting in variations of the magnetic field of less than
5 µT in that specific area. The resulting frequency shifts of the energy levels are well
below the frequency fluctuations of the unlocked lasers we use, and should thus not
be a concern for the storage experiments.
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Appendix C
What’s Inside “My” Vapor Cell?

For the quantum memory experiments in the HPB regime we wanted a short,
isotopically-enriched cell with a low buffer-gas pressure (for details see Section 4.4.2).
The micro-fabricated vapor cells used for previous experiments in the electromagnet
all contain a high buffer gas pressure. The Rb atoms are spatially confined by the
buffer gas, making these cells well suited for atomic clocks [52] and field imaging
applications [235]. However, for the cell with the lowest pressure (M2 cell, see Ap-
pendix B) the collisional broadening (also called pressure broadening) due to the
buffer gas (513 MHz, see [168]) is already in the order of the Doppler broadening.
For our applications this might result in too much broadening. In fact, first attempts
performed by Andrew Horsley to observe EIT in that cell remained unsuccessful1.
We thus opted to start with a lower buffer gas pressure.

Fortunately, our colleagues from Gaetano Mileti’s research group at the Laboratoire
Temps - Fréquence (LTF) at the University of Neuchâtel found some vapor cells
they had fabricated in the past, that might have suited our requirements. Among
those, two old cells, labeled only as ‘BG low press., Rb87’, seemed to be promising.
Some further characterization of the buffer gas content and 87Rb abundance was
necessary. To do so, I visited the LTF on two occasions to perform measurements
with the help of Florian Gruet.

C.1 Measuring the Optical Frequency Shift

On my first visit of the LTF in Neuchâtel, back in 2017, we tested 5 old SAM-
LAB micro-fabricated vapor cells. The goal was to roughly estimate the buffer gas
pressure of these cells by measuring the frequency shift of the optical transitions.
For this task we performed a simple linear absorption experiment with a home-
built D2 laser head (v2.2) including an internal Doppler-free reference spectroscopy
[277]. For these measurements the analyzed cells were heated to 80 ◦C in an oven.
The frequency shift was measured with respect to the 87Rb F = 1 → F ′ and 87Rb
F = 2→ F ′ transitions of the D2 line. The measured signal was fit with a Voigt pro-
file using the “Multi-peak Fit” analysis tool in the software Igor Pro. Even though
documentation about the exact buffer gas composition of the analyzed cells was
unavailable, it was still known which buffer gas types were generally used for filling

1It has to be noted, however, that these attempts were performed with lower Rabi frequencies
compared to the ones now available.
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Figure C.1: Relative signals of the linear absorption of vapor cell #106 (blue) and
the Doppler-free reference spectroscopy of the laser (red).

Cell Transition Frequency shift Estimated buffer Avg. pressure
(MHz) gas pressure (mbar) (mbar)

#105 87Rb F = 2→ F ′ −66.6 15.3 9.1
87Rb F = 1→ F ′ −12.7 2.9

#106 87Rb F = 2→ F ′ −72.5 16.7 9.4
87Rb F = 1→ F ′ −8.9 2.0

Table C.1: Buffer gas estimation based on the frequency shift measured with the
linear absorption setup.

this type of cells. This knowledge narrowed down the gases in question, leaving us
with Ar and N2 as possible candidates. The shift coefficient for Ar and N2 is similar
and rounded to approximately −5.8 MHz Torr−1 [278].

From the tested cells, #105 and #106 were the only ones that had a buffer gas pres-
sure and an 87Rb abundance compatible with our requirements. Figure C.1 shows
the linear absorption spectrum of cell #106 (blue) and the Doppler-free reference
spectrum (red). From the fits, the frequency shift relative to the reference cell spec-
trum could be extracted. The resulting buffer gas pressure for the two promising
vapor cells is listed in Tab. C.1.

The results of these measurements are to be treated only as estimates. On the one
hand, the fit is not reliable when the absorption peaks are too weak or broadened too
much by the buffer gas. On the other hand, the sub-Doppler features of the reference
spectrum might also have disturbed the fit. However, these results helped us to pick
a cell to be further analyzed in the next step. Since the two cells performed similarly,
we decided to proceed with cell #106 for our experiments due to the slightly higher
87Rb enrichment, while its ‘sister-cell’ (#105) stayed at the LTF in Neuchâtel.
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C.2 CPT Hyperfine Spectroscopy

I visited the laboratories in Neuchâtel a second time for a follow-up characterization
of the buffer gas content of the vapor cell #106. FG prepared a coherent population
trapping (CPT) spectroscopy setup, which we used to investigate the buffer gas con-
tent of the cell. This measurement allows us to discriminate the buffer gas species
by measuring the buffer-gas-induced frequency shift of the Rb clock-transition fre-
quency, to which Ar and N2 contribute with opposite sign.

CPT is a phenomenon closely related to EIT. It can be seen as destructive quantum
interference between absorption paths. Usually, the phenomenon is referred to as
CPT when the strength of the involved fields is comparable. It occurs when the
beat frequency between two phase-stable, resonant light fields equals the ground
state splitting of the considered atomic species. When the frequency and phase
difference of the two light fields equals zero, the atomic population is transferred to
a dark-state, a coherent superposition of the ground states. The atoms are ‘trapped’
because the light fields do not couple to this superposition, which can be detected
as an increased transmission through the ensemble. Often the two ground states
of the clock transition (the mF = 0 ↔ mF = 0 hyperfine transition) are used for
CPT measurements due to their first-order insensitivity to magnetic fields. The
involved level scheme is depicted in Fig. C.2(a). The unperturbed clock frequency
corresponds to the hyperfine splitting νclock = 6.834 682 610 904 29(9) GHz [279].

The narrow linewidths that can be achieved with CPT make it attractive for metrol-
ogy applications. The CPT resonance width is inversely proportional to the lifetime
of the ground-state coherence. For stable alkali atoms it is determined by external
perturbations (e.g. relative phase instability of the light fields, collisions, magnetic
field inhomogeneities, and power broadening). Narrow CPT resonances < kHz can
be measured even when using lasers with tens of MHz broad linewidths (e.g. DFB),
since the relative phase stability, given by the modulation stability (when working
with sidebands), is more important than the absolute frequency stability of the fields
[280]. A detailed review on CPT can be found in [281].

For this measurement we used a 795 nm laser frequency-locked to a sub-Doppler
absorption line of 87Rb. We sent the beam through a phase EOM for generating
sidebands at νclock. This allowed us to simultaneously excite both ground states
(F = 1 and F = 2) of the Rb atoms with two in-phase light fields: with the carrier
and one of the sidebands each resonant to one of the transitions. A quarter-wave
plate creates the necessary σ polarization2. The vapor cell #106 was kept at 80 ◦C
in an oven while a weak magnetic field, for lifting the Zeeman degeneracy, was
applied. Meanwhile, a slow sweep of the detuning δ was performed by changing the
modulation frequency. The CPT signal is detected on a PD and the error signal
generated by a lock-in amplifier allows us to precisely determine the frequency of
the CPT resonance. A simple sketch of the setup is shown in Fig. C.2(b). Similar

2Note that for π polarized light one of the two transitions would be selection rule forbidden due
to: mF = 0 ↮ mF = 0 for ∆F = 0.
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Figure C.2: CPT spectroscopy. (a) Simple level scheme for the CPT measurement,
as in [275]. (b) Sketch of the setup used for the CPT spectroscopy. The light
emitted by the laser is sent through a modulator in order to generate sidebands
at the clock frequency. The vapor cell is heated and a magnetic field is applied
to lift the Zeeman degeneracy. The modulation frequency is slowly swept and the
transmission signal is detected with lock-in techniques.

setups for CPT hyperfine spectroscopy are described in detail in Ch. 4 of [282] and
in Section 3.18.1.3 of [275].

We measured the clock frequency for different optical input powers to obtain the
light-shift graph (see Fig. C.3). Each single data point corresponds to the ν0 ex-
tracted from the CPT error signal. When measuring the CPT resonance frequency,
we considered an offset of −14.25 mV on the error signal generated by the lock-
in detection. Through a linear fit we obtained the extrapolated clock transition
frequency at zero optical power, resulting in a shift from the unperturbed Rb hy-
perfine transition of −538(8) Hz. The frequency shift for a given cell temperature T
and buffer-gas pressure p is given by the relation ∆ν(T, p) = p (β + δ∆T + γ∆T 2),
where ∆T = T − T0. The frequency shift coefficients for 87Rb can be found in
[283, 284]. For Ar we have β = −59.7 Hz Torr−1, δ = −0.32 Hz K−1 Torr−1, and
γ = −3.5 × 10−4 Hz K−2 Torr−1 specified for a reference temperature T0 = 333 K.
For a ∆T = 21 ◦C we obtain a shift coefficient of −49.93 Hz mbar−1. Assuming
that the buffer gas content in the cell was purely Ar, we compute that the buffer gas
pressure inside the vapor cell #106 is 10.78(16) mbar. This result is compatible with
the estimate resulting from the shift of the optical transitions measured in Section
C.1.

The buffer gas could also be composed of a mixture of atomic species. N2, how-
ever, the other plausible candidate that has been used for this type of cells, has a
(temperature independent) shift coefficient β = 546.9 Hz Torr−1 = 410.21 Hz mbar−1

[283, 284]. Being about an order of magnitude larger and with opposite sign with
respect to the coefficient of Ar, any (significant) combination of Ar and N2 would
result in a much higher buffer gas pressure, becoming incompatible with our pre-
vious measurement from Section C.1. We thus conclude that the cell must contain
only Ar as buffer gas.
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Figure C.3: Light-shift graph for vapor cell #106. The frequency shift of the
clock transition is plotted as function of the laser power. The shift at zero power is
extrapolated with a linear fit. The first data point has been excluded from the fit
due to a weak and noisy CPT signal. The fit yields a shift of −538(8) Hz for zero
power.
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Appendix D
Absolute Frequency Reference – Rb D2
Line

The atomic hyperfine structure constitutes an ideal absolute frequency reference,
useful, for example, to lock the frequency of a laser or, as in our case, to convert
the x-axis of recorded spectra. In order to do so, it is necessary to be able to
resolve the hyperfine splittings of an atomic line spectrum. One technique is the
so called saturation spectroscopy described in Chapter 8.3 of [251]. In a nutshell,
a strong pump beam and a weaker probe propagate in opposite directions through
the vapor cell. The pump saturates the absorption of the atoms. Only the atoms
with zero velocity component along the optical axis ‘see’ both beams at the same
frequency, due to the Doppler effect. This effect reduces the absorption for this
class of atoms resulting in a narrow peak in the transmission of the probe. The
same effect happens at the frequency halfway between each transition pair, these
features are dubbed ‘crossovers’. The resulting spectrum is composed of Lamb-dips
within a Doppler broadened spectrum.

Figure D.1 shows a typical example of Doppler-free saturation spectroscopy on the
D2 line of natural Rb recorded with the signal laser. To cleanly resolve the sub-
Doppler features the laser frequency was slowly scanned (approximately 0.5 Hz) and
the oscilloscope was set up to record in averaging mode. With our spectroscopy
setup, we are able to resolve and identify 13 pronounced peaks. In Tab. D.1 the
transitions and crossovers with their respective frequencies are listed in the order
of increasing scan time. The transition frequencies are expressed as detuning from
the line center as defined in ElecSus (see [229, 231]). A (slightly) quadratic fit is
performed to linearize the frequency axis. Once the axis is converted from a time
to a frequency axis, it can be applied to other simultaneously recorded spectra. In
order to have an absolute frequency reference most of the lasers in our laboratory
are equipped with such a reference spectroscopy.

An analogous plot of the Doppler-free D1 line and the transition and crossover
frequencies can be found in the appendix of GB’s thesis [254].
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Figure D.1: (a) Doppler-free saturation spectrum of the D2 line of natural Rb.
The distinct/prominent sub-Doppler features used for the conversion of the time
axis are highlighted by a circle. (b) (Slightly) quadratic fit to convert the time
axis recorded with the oscilloscope to a frequency axis that can be used for other
spectra measured simultaneously.
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Transitions ∆/(2π ×GHz)
87Rb F = 2→ CO 12 -2.658
87Rb F = 2→ F ′ = 1 -2.580
87Rb F = 2→ CO 13 -2.525
87Rb F = 2→ CO 23 -2.446
87Rb F = 2→ F ′ = 3 -2.313
85Rb F = 3→ CO 23 -1.339
85Rb F = 3→ CO 24 -1.278
85Rb F = 3→ CO 34 -1.247
85Rb F = 3→ F ′ = 4 -1.186
87Rb F = 1→ CO 01 4.062
87Rb F = 1→ F ′ = 1 4.098
87Rb F = 1→ CO 12 4.177
87Rb F = 1→ F ′ = 2 4.255

Table D.1: List of the distinct transitions and crossover (CO) peaks and their
frequency detuning with respect to the D2 line center as necessary for the fits in
ElecSus.

195





Appendix E
Autler-Townes Splitting
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Figure E.1: Experimentally measured absorption of the probe beam as a function
of the detuning for different control powers. The transition from EIT to the AT
regime can be observed. The different traces are offset along the vertical axis
by a value proportional to the their control power. This figure is an alternative
representation of the data shown in Fig. 4.11.

197



E Autler-Townes Splitting

-10 -5 0 5 10

probe detuning from D2 line center/(2:#GHz)

ab
so

rp
ti

on
in

ar
b

it
ra

ry
u

n
it

s

3.32
2.89
2.77
2.54
2.28
1.96
1.73
1.56
1.34
1.14
0.96
0.66
0.45
0.18
0
-0.1
-0.25
-0.47
-0.67
-0.98
-1.24
-1.38
-1.63
-1.76
-2.06
-2.33
-2.53
-2.78
-3.02
-3.32
-3.58

control detuning
in 2:#GHz

Figure E.2: Avoided crossings in the HPB regime can be recognized in the plot of
the absorption as a function of the probe and control detunings. A vertical offset is
added to the traces in proportion to the control field detuning. The control detuning
increases towards the top of the image. The legend shows the control detuning in
GHz. This figure is an alternative representation of the data shown in Fig. 4.12.
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